Fast and Accurate Audio Resampling for Acoustic Sensor Networks by Polyphase-Farrow Filters with FFT Realization
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Abstract

Arbitrary sampling rate conversion has already received considerable attention in the past, but still lacks an equivalent representation of the effective time-dilation process in the block frequency domain. Good sampling rate converters in the time domain have been known, for instance, in terms of time-varying 'Sinc' or fixed 'Farrow' polynomial filters. The former can deliver nearly exact conversion at high complexity, while the latter has pronounced nominal sampling rate with limited accuracy. Only recently, it was shown that a composite 'polyphase Farrow' form with high resampling precision can be implemented with quasi-fixed filters that operate at the input sampling rate. We therefore propose to capitalize from that fixed-filter architecture in that we translate the polyphase-Farrow filters into an equivalent FFT-based overlap-save form. Experimental evaluation and comparison with other state-of-the-art frequency-domain approaches then proves currently the best price-performance ratio of the proposed algorithm. It is thus an ideal candidate for the new framework of acoustic sensor networks that critically rests upon fast and accurate alignment of autonomous sampling processes.

1 Introduction

The notion of discrete-time in digital signal processing (DSP) fundamentally involves a demand for multirate signal processing (MSP) and conversion between the multiple rates. The MSP has received a lot of attention in the past, which is evident from a number of textbooks in the field [1–5]. New applications and infrastructure, such as acoustic sensor networks (ASNs) for distributed sensing and classification of sound [6], require new attention in order to meet application specific requirements of acoustic signal enhancement [7–9], source localization [10–12], acoustic scene classification [13–15] and network self-calibration [16, 17]. Here, acquisition of the sound field at multiple autonomous nodes specifically assumes low-power consumption and asynchronous treatment of the audio input in the first stage. Advanced sensing and classification performance is then expected from additional cooperative treatment of the individual audio inputs in a second stage. This structured approach to ASNs thus requires alignment of the asynchronous inputs with various time bases to a virtually common clock, even if the same nominal sampling frequencies are assumed in all nodes for the audio acquisition. It has been shown that sampling rate offset (SRO) as small as 50–100 ppm of the nominal sampling rate is sufficient for drift and deterioration of the audio signals in terms of spatial cues, correlation factors and processed quality [18–20]. Therefore, a synchronization of ASN to a common clock is absolutely necessary [19–22]. The required arbitrary sampling rate conversion (ASRC), however, needs to be accomplished with minimum computational load for maintaining the aforementioned low-power requirement.

Arbitrary sampling of analog audio input virtually corresponds to different dilations of the single continuous time scale before synchronous sampling of the signals. Or, from the digital viewpoint, the sampling times of asynchronous sampling processes actually drift along the continuous time to different sampling time instances. While the phenomenon of continuous-time dilation is frequently considered in the context of linear signals and systems, it is essentially highly nonlinear and cannot be compensated by means of linear filtering processes. In DSP, for instance, the lowpass interpolation of discrete-time series to arbitrary new sampling time instances requires a time-varying 'Sinc' interpolator which has to be updated at the output rate of the resampler [23]. This is initially a bad prerequisite for accomplishing a frame-wise conversion with FFT-support and thus low computational load. Other interpolators rely on polynomial representations for modeling a smooth transition of continuous waveforms [1–3]. The polynomial model may have nothing to do with the physical lowpass characteristic of the signal at hand, however, it provides a good computational basis. As an example, we here emphasize on the Farrow polynomial model to represent the celebrated Waring-Lagrange interpolation polynomials as FIR linear filters with just additional memoryless nonlinearity [24–27].

In this paper we reflect and rival three recent developments for advanced audio resampling in ASNs. The methods from [28], [29] and [30] are based on entirely different ideas, while claiming advances in terms of low complexity, high performance, and utility each. Owing to their entirely different motivation, structure, and parameters, this paper comprehensively compares those new techniques on the same data to work out their performances. Note, the required SRO estimation can be accomplished by several methods [18, 21, 22, 28, 31–33], but we assume an exact knowledge of SRO for the scope of this contribution.

The paper1 is organized as follows: in Sec. 2 a time-domain Polyphase-Farrow resampler from [30] is recapitulated and its FFT-based implementation is newly introduced. Two further FFT-based resamplers presented in [28, 29] are briefly described in Sec. 3, before results of experimental cooperation are presented in Sec. 4 and conclusions are drawn in Sec. 5.

2 Polyphase Farrow (PolyFar) ASRC

In this section, a PolyFar resampling method from [30] is recapitulated with its main components and involved signals. Based on this, an accurate and computationally efficient FFT-based PolyFar approach for ASRC is introduced.

2.1 PolyFar resampling in time domain

The key task of a digital-to-digital ASRC is the reconstruction of a discrete-time signal \( y(n) = s(nT_y) \), sampled at a nominal sampling rate \( f_y = 1/T_y \), from a discrete-time signal \( x(m) = s(mT_x) \), sampled at another sampling rate \( f_x = 1/T_x \neq f_y \), where \( s(t) \) is often assumed to be a continuous-time bandlimited signal. The conversion ratio \( f_x/f_y = \epsilon + 1 \) defines an SRO \( \epsilon \) that belongs to the set of irrational numbers [34].

A PolyFar resampler recently developed in [30] is a time-domain approach for solving such a task via timing alignment, during which sample estimates \( \hat{y}(n) \) at the required time points \( n \cdot T_y = (n + \delta(n)) \cdot T_x \) are calculated from the input signal \( x(m) \), where \( \delta(n) \in \mathbb{R} \) is an accumulating time drift between axis \( m \) and axis \( n \). As depicted in Fig. 1, a PolyFar resampler consists of three main components: an input buffer, polyphase-Farrow FIR filters, and a polynomial chain. Every system component is controlled by a respective control signal \( \mu(n) \in \mathbb{Z} \),
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Time-domain PolyFar resampler with

\[ y(n) \approx \mu(n), \nu(n) \text{ and } \Delta(n) \]

are calculated from \( \delta(n) \) via:

\[ \mu(n) = \lfloor \delta(n) \rfloor, \nu(n) = \lfloor L \cdot \{ \delta(n) \} \rfloor, \Delta(n) = \lfloor L \cdot \{ \delta(n) \} \rfloor, \]

where \( \lfloor \cdot \rfloor \) and \( \{ \cdot \} \) are the floor and fractional part functions. For a constant SRO \( \epsilon \), \( \delta(n) \) can be easily calculated via \( \delta(n) = \epsilon \cdot n \) when perfect synchronization at the beginning is assumed.

The input buffer of length \( N_p \) is moved across the input stream by the integer \( \mu(n) \) taking care of a rough (down to one sampling point) synchronization of \( y(n) \) w.r.t. \( x(n) \). It operates as a common delay line of every single polyphase filter and delivers on its output a column vector of length \( N_p \):

\[ x(n) = [x(m - \mu(n)), \ldots, x(m - \mu(n) - (N_p - 1))]^T. \]

For the FIR filtering, \( L \) polyphase-Farrow filter sets \( \mathbf{g}_{0:R-1, \nu} \) for \( \nu \in \{0, \ldots, L - 1\} \) are available. Which polyphase-Farrow filter set has to be used for the current time instance \( n \) is controlled by \( \nu(n) \). One polyphase-Farrow filter set \( \mathbf{g}_{0:R-1, \nu} \) consists of \( R \) subfilters with fixed filter coefficients \( \mathbf{g}_{r, \nu} \) for \( r \in \{0, \ldots, R - 1\} \). \( R \) is the number of branches in the underlying Farrow structure and the number of sampling points of the Lagrange polynomial interpolation part of the system. Polyphase subfilters of every branch \( \mathbf{g}_{r, \nu} \) for a certain index \( r \) are calculated by polyphase decomposition of an FIR filter of length \( N_p \cdot L \) resulting from a convolution of a lowpass filter with a correspondent branch of a Farrow-structured asynchronous polynomial interpolator [30]. The outputs \( w_r(n) = \mathbf{g}_{r, \nu}^T \cdot x(n) \) of every subfilter are then used in the memoryless polynomial chain controlled by \( \Delta(n) \) to calculate the output:

\[ \hat{y}(n) = \sum_{r=0}^{R-1} w_r(n) \cdot \Delta^r(n). \]

Note, an important implementation aspect of PolyFar resampler is considering the FIR filter delay \( \tau_p = N_p / 2 \), which can be easily compensated by using \( \delta(n) + \tau_p \) instead of \( \delta(n) \).

Fig. 2 shows a PolyFar resampler in work and illustrates a correspondent course of its control signals. Here, two multi-tone pseudo-random signals \( y(n) \) and \( x(n) \) with frequencies in the range \( [0; 7] \) kHz are generated for \( f_s = 16 \) kHz and \( \epsilon = 62.5 \) ppm. Applying an equiripple FIR lowpass filter \( (L = 4, N_p = 80) \) and Waring-Lagrange coefficients \( (R = 4) \), a high signal-to-interpolation noise ratio (SINR) defined as in [29] is achieved. Fig. 2 reveals that interpolation errors are especially small in the vicinity of values \( \Delta(n) \approx 0 \) and \( \Delta(n) \approx 1 \), where a change of polyphase is taking place. This observation will be useful for switching polyphases in the FFT-based PolyFar resampler.

2.2 Implementation of PolyFar resampling in the block frequency domain

The linear FIR filtering of the PolyFar resampler in Fig. 1 can be efficiently implemented using FFT-based signal processing. For this, three requirements of FFT-based filtering should be met: 1) block-based signal processing, 2) appropriate FIR filter delay \( \tau_p \), and 3) fixed filter coefficients for one signal block.

For block-based filtering, the input buffer has to be increased up to a desired FFT-length \( N > N_p \), as it is shown in Fig. 3. Its output vector can then be defined as

\[ x_l = [x(m - \mu_l - (N - 1)), \ldots, x(m - \mu_l)]^T |_{m=l \cdot B}. \]

where \( l, \mu_l \) and \( B = N - N_p + 1 \) are a block index, a control signal and the desired size of one output signal block, respectively. Next, \( x_l \) is filtered by an appropriate set of polyphase-Farrow filters \( \mathbf{G}_{0:R-1, \nu} \) with \( \mathbf{g}_{r, \nu}^{	ext{N,FFT}} \) using the overlap-save technique [5]. For the data block \( l, R \) output vectors

\[ \mathbf{w}_{r,l} = [w_{r,l}(n - (B - 1)), \ldots, w_{r,l}(n)]^T |_{n=l \cdot B} \]

of length \( B \) for \( r \in \{0, \ldots, R - 1\} \) can be defined as a result of FFT-based filtering. Components of \( \mathbf{w}_{r,l} \) denoted in the following as \( w_{r,l,b} = w_{r,l}(n - (B - b)) |_{n=l \cdot B} \) with subindex \( b \in \{1, \ldots, B\} \) are used as \( w_{r,l}(n) \) in the polynomial chain, which is still controlled by the fractional delay signal \( \Delta(n) \) at time \( n \) (i.e., not block-wise as \( \mu_l \) and \( \nu_l \)), as shown in Fig. 3. In our realization, \( \mu_l \) and \( \nu_l \) are calculated from \( \mu(n) \) and \( \nu(n) \) via:

\[ \mu_l = \mu((l - 1) \cdot B) \quad \text{and} \quad \nu_l = \nu((l - 1) \cdot B), \]

with \( \mu_l = \nu_l = 0 \) for perfect synchronization at the beginning.

Assuming \( \tau_p < B \), a filter delay \( \tau_p \) can be taken into account by introducing \( R \) delayed vectors \( \mathbf{w}_{r,l}^{\text{del}} \) defined as:

\[ \mathbf{w}_{r,l}^{\text{del}} = [w_{r,l-1, \tau_p+1}, \ldots, w_{r,l-1,B}, w_{r,l,1}, \ldots, w_{r,l,\tau_p}]^T |_{\tau_p} \]

comprising of the last \( B_p = B - \tau_p \) components of \( \mathbf{w}_{r,l-1} \) from the previous block and of the first \( \tau_p \) components of \( \mathbf{w}_{r,l} \) from the
current block. Now, a vector $\Delta_1$ is defined in the same fashion as (5) consisting of the fractional delays for l-th block. In this case, the definition (7) allows us to use components $w_{I,j}^{\Delta_1}$ of $w_{I,j}^\nu$ for different $\nu$ values and a component $\Delta_1,b$ of $\Delta_1$ with the same index $b$ for calculation of resampled output $\tilde{y}(n)$ via (3).

In order to maintain a high precision of time-domain PolyFar resampling, we have also to deal appropriately with the fact that a change of the polyphase filter indicated by $\nu(n)$ can happen for any values of $n$. This means that signal samples at time instances with $\nu(n) \neq \nu_l$ are filtered with the adjacent (previous or next) polyphase filter instead of the target one. In this case, we propose to adjust some components of vector $\Delta_1,b$, before they can be used in (3). For such components, we allow the fractional delay values in an adjusted vector $\Delta_1^{adj}$ to leave their definition interval $[0,1)$ taking for a while a) values slightly bigger than 1 or b) slightly negative values, as shown in Fig. 4.

Which of both cases a) or b) should be applied for calculating the adjusted fractional delays, depends on the exact position of a polyphase change denoted in the following by $b_c$:

$$a) \text{ if } b_c \leq b_p: \Delta_1^{adj} = \begin{cases} \Delta_1,b + 1 & \text{for } b \in \{b_c, \ldots, b_p\} \\ \Delta_1,b, & \text{else} \end{cases}$$

resulting in values of adjusted components $\Delta_1^{adj} \geq 1$, or

$$b) \text{ if } b_c > b_p + 1: \Delta_1^{adj} = \begin{cases} \Delta_1,b - 1 & \text{for } b \in \{b_p + 1, \ldots, b_c - 1\} \\ \Delta_1,b, & \text{else} \end{cases}$$

leading to values of adjusted components $\Delta_1^{adj} < 0$. Both cases of proposed adjustment are visualized in Fig. 5. Note, the suggested corrections (8) and (9) do not lead to noteworthy resampling errors of the FFT-based PolyFar implementation, because a time-domain PolyFar approach exhibited a high resampling accuracy in time regions where a change of polyphase filter occurs, as shown in Fig. 2. The proposed solution is developed under the condition, that a change of the polyphase filter set happens only once within one block. This can be easily fulfilled by appropriate choice of the number of polyphase filter sets $L < 1/(\epsilon \cdot B)$.

3.3 Overlap-save method for ASRC

The OSM follows the idea of signal reconstruction and subsequent sampling [29]. This “resampling-by-reconstruction”-method is also used by the Sinc method and well-known for its precision as well as its computational demands. The signal $x(m)$ has been sampled at time instances $t = m \cdot T_y$ and should be resampled at time instances $t = \bar{n} \cdot T_y$ using

$$y(n) = \sum_{m=-M}^{m=M} x(m) \sin((1+\epsilon)(n-m)),$$

where $\sin(z) = \sin(z)/z$, $M$ is the window size parameter and $\bar{n}$ is the sample in $x(m)$ which is temporally closest to the $n$-th sample (i.e., $n = \bar{n} = T_y$).

In order to speed up the approach and in parallel keep the precision, (11) has to be transformed into a linear convolution such that an efficient frequency-domain implementation is possible. To this end, a zero addition $-\epsilon \cdot m - \epsilon \cdot m = 0$ is introduced into the argument of the sinc function and the expression $-\epsilon \cdot m$ is approximated by its middle value in the block as $-\epsilon \cdot m \approx -\bar{m}$:

$$y(n) \approx \sum_{m=-M}^{m=M} x(m) \sin((1+\epsilon)(n-m) + \epsilon \cdot \bar{m}) \sin((1+\epsilon)(n-m) + \epsilon \cdot \bar{m}).$$

Equation (12) states a linear convolution between the input block samples $x(m)$ and an interpolation function $h[m] = \sin((1+\epsilon)m + \epsilon \cdot \bar{m})$. It can be efficiently handled by an Overlap-save technique in the frequency domain.

The OSM benefits from the broadband signal handling capabilities of the ideal reconstruction approach (11), as the approximation errors of the sinc function decreases with an increasing window size $M$, which in case of the OSM results in an increased FFT size. However, in order to achieve precise results the OSM has to keep the block size $B$ small, such that the SRO effects within a block remains negligible. Hence, the block size $B$ has to be chosen with respect to the SRO and the targeted precision. An elaborated description of the OSM and its implementation details can be found in [29].
4 Experimental investigation

We consider band-limited discrete-time multi-tone pseudo-random signals artificially generated for constant SRO values $\epsilon \in \{5, 25, 50, 75, 100, 150, 200\}$ ppm at a nominal sampling rate of $f_s = 16$ kHz to provide input data for resampling and reference data for performance assessment. Three data sets are produced: low-band, speech-band and full-band. Signals of every data set are composed of components in a frequency range [50Hz, $f_{su}$] for the upper frequencies $f_u \in [3$kHz, 6.5kHz, 7.95kHz], respectively, and are perfectly synchronized at the beginning. Every data set contains 424 signals of duration between 10 and 30 seconds resulting in a total length of approximately 142 minutes per data set. Resampling precision is measured using a signal-to-interpolation noise ratio defined as in [29]. Further, an averaged processing time (APT) per one second of input data is calculated to compare computational efficiency of the resamplers under investigation.

In addition to the PolyFar methods from Sec. 2 and to STFT and OSM approaches from Sec. 3, two time-domain resamplers, Spline interpolation and Sinc method, are included in the experimental evaluation. While the Spline approach implements a simple piecewise cubic spline interpolation, the Sinc method applies the Hann windowed sinc function of length $N_w = 2M + 1$ for $M \in \{2^3, \ldots , 2^8\}$. The STFT resampler is implemented for FFT size $N \in \{2^3, \ldots , 2^{12}\}$ with a block length $B = N/2$ and block shift $N/4$. The OSM resampler is realized for different $(N, B)$ combinations of FFT size $N$ and block length $B$ chosen from values $N \in \{2^3, \ldots , 2^{11}\}$ and $B \in \{2^3, \ldots , 2^6\}$. The time-domain PolyFar is realized with $N_p = 80$, $L = 8$ and the lowpass filter designed using the Parks-McClellan method for equiripple FIR filter design with a passband cutoff frequency $f_p \approx 7$ kHz and a stopband cutoff frequency $f_s = 8$kHz. For asynchronous interpolation, the Waring-Lagrange coefficients for $R = 4$ are used. For the same configuration as PolyFar, its ancestor the conventional (two-stage) composite 'COMP' resampler [2, 35] and the proposed FFT-based PolyFar resampler for FFT size $N \in \{2^3, \ldots , 2^{11}\}$ and for the number of polyphase filter set sizes $L = \min \{1/(c+B), L_{\text{max}}\}$ with $L_{\text{max}} = 8$ are evaluated.

Figure 6 illustrates SIR and APT values averaged over all simulated SRO values for speech-band data. The Spline resampler is admittedly very fast, however, it shows a lack of resampling precision. In contrast, the Sinc method has resampling accuracy growing quickly with an increasing window size $N_w$. Nevertheless, compared to the Spline approach, it is very slow, because of its high computational demand. The two time-domain approaches COMP and PolyFar still require relatively large APT and show equal precision as expected. In order to speed up a resampling process, FFT-based approaches should be used. One of them is the STFT resampler, which is almost as fast as the Spline method. While increasing of FFT size up to $N = 2^{12}$ here leads to a successive reduction of processing time, the best resampling performance of 60dB is achieved for values $N$ between $2^3$ and $2^7$. Better precision can be gained by the OSM resampler. A high SIR is obtained here for large FFT sizes (leading to longer sinc-filters) accompanied by shorter output block lengths (for smaller deviations of true fractional delay values from its middle value averaged over one block). In this way, the OSM resampler serves as a flexible link between STFT and Sinc interpolations. By the choice of the block size it can trade SIR performance against processing time APT in proportional terms. The diagram finally shows that the proposed FFT-based PolyFar resampler starts a new dimension in terms of the price-performance ratio of the resampling process w.o. loss of precision of its time-domain realization for $N < 2^9$. The PolyFar-FFT reaches out furthest to the top left of the diagram which implies both high SIR of 80dB and still moderate processing time. It does, however, not cover the extreme points of operation in terms of lowest processing time or highest accuracy.

Figure 7 presents SIR values of the different sampling rate converters with additional attention to the bandwidth of the input signals. Here, for each FFT-based resampling method (OSM, STFT, PolyFar-FFT) only two representatives (i.e., with different parameters) are depicted: the first with the fastest processing time and the second with the best resampling precision for speech-band data, as shown in Fig. 6. The band-limitation as of the low-band signal obviously supports all resamplers. Consequently also, the speech-band still supports higher SIR than the full-band, as expected. Amongst the FFT-based methods, the diagram once more confirms the currently best balance between computational cost and interpolation precision of the FFT-based PolyFar approach for speech-band and low-band signals. Low SIR of the PolyFar-FFT method with full-band signals here indicates the particular configuration of its discrete-time lowpass filter to speech-band signals, specifically, the fixed 1 kHz transition bandwidth. This is, however, not a fundamental limitation, since the monolithic PolyFar system can be tailored to the bandwidth at hand by appropriate design of the discrete-time lowpass filter of the underlying composite interpolation architecture [30].

5 Conclusions

In this contribution, a fast implementation of the time-domain approach from [30] for arbitrary sampling rate conversion has been derived using an efficient FFT-based realization of polyphase-Farrow filters with quasi-fixed filter coefficients. Maintaining a high resampling precision of the original time-domain method of up to 80 dB for speech-band signals, the new FFT-based resampler has low to moderate computational load in order of the STFT approach. An experimental comparison of the proposed resampler, baptized with the name FFT-based PolyFar, with some other state-of-the-art FFT-based resampling techniques confirms its superiority for processing speech-band signals - a task typically encountered in ad-hoc acoustic sensor networks.
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