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Software systems pervade our personal and professional lives, yet their insecurity threaten our society. To assure that software systems are dependable and secure, one must reason about their code. Static program analysis enables such reasoning. It can be applied to individual software components, and it can show not only the presence but also prove the absence of bugs and vulnerabilities. Yet, to be useful to software developers, static analyses must be adapted to the context in which they are used. Studies show that poorly adapted analyses slow down rather than assist development. They report large sets of false warnings that distract developers from actual bugs, which the analyses often miss. They often run so long that results are reported when they are already outdated.

SOSA’s main research hypothesis is that one can generate precise and efficient static analyses of software systems by making static analysis self-aware and self-optimizing. With SOSA, a static analysis conducts analyses and optimizations not just of programs but of itself. This is a groundbreaking paradigm shift: no previous research has regarded complex program analyses themselves as the primary object of automated analysis and optimization.

SOSA will introduce, for the first time, static analyses whose execution is not pre-defined by their creators but is inherently self-adaptive. In result, analyses automatically adapt themselves to yield a performance/precision tradeoff that is optimal with respect to how the analysis is deployed and which program it analyzes. With SOSA, static analyses will report true and relevant warnings at minimal analysis time without requiring manual optimizations by end users.

SOSA will boost progress in the field of program-analysis research, mapping the landscape of static-analysis optimizations and how and where they are best applied. By enabling software developers to optimally deploy static analyses with ease, SOSA will help secure millions of software systems.
A. Extended Synopsis of the Scientific Proposal

A.1. Motivation and Aims

Software has become omnipresent in our everyday personal and professional lives. For our society and industry to function, it is essential that these systems are dependable and secure. Also the EU has recognized this: in 2023, it has put forward a draft for the Cyber Resilience Act [50]. If implemented as currently suggested, it will demand a secure software engineering methodology to be used for any software-enabled product sold in the European Union. For many software developing companies, this will entail a radical change. They will not only need to reason about the security of their software design but also will need to effectively deploy automated software assurance tools. Software assurance will be mandated for software developers throughout the EU.

Static program analysis, including variants such as abstract interpretation [11] and formal software verification [2, 14], is the primary technique to enable such assurance. Opposed to testing and fuzzing, static analysis covers all possible program executions, thereby not only showing the presence but also proving the absence of bugs and vulnerabilities. It can analyze incomplete code, such as libraries and frameworks, which one cannot execute in isolation. In modern applications, often 80-90% of the code come from libraries and frameworks [36].

Although static analysis is such a powerful tool, for decades it has struggled to obtain widespread adoption. This will become highly problematic when the EU now plans to mandate it on a large scale. While particularly its security variant Static Application Security Testing (SAST), on which I will focus here, has become part of many continuous integration pipelines, studies show that if such analyses are poorly adapted to the development context, they can slow down rather than assist development [3, 10, 38]. They then report large sets of false warnings. These distract developers from actual vulnerabilities, which the analyses also often miss. Moreover, they often run so long that results are reported when they are already outdated [31].

With the EU soon demanding the widespread adoption of this technology, static analyses will need to be effectively deployed and configured by hundreds of thousands of software engineers who are novices to static analysis. This generates an urgent need for automation: we need a technology that can optimally configure and deploy a static analysis for any given usage context. The goal of Sosa is to yield that very automation.

Sosa will address the above challenges through a radical paradigm shift:

| Sosa’s main research hypothesis is that one can automatically generate precise and efficient static analyses of software systems by making static analysis self-aware and self-optimizing. |

No previous project has engaged in this idea, its feasibility has therefore never before been tested. With Sosa, I seek to explore to which extent it is possible for a static analysis to conduct analyses and optimizations not just of programs but of itself. This is a groundbreaking paradigm shift: never before have researchers regarded complex program analyses themselves as the primary object of automated analysis and optimization.

By combining research from static analysis, programming languages, just-in-time compilers and autonomic systems, Sosa will for the first time create static analyses that are essentially self-aware [27], that will self-adapt, to self-optimize. With this, Sosa will:

- enable software engineers to use static analyses with ease, leaving any required customizations and optimization to the analysis itself,
- enable researchers to finally map the landscape of static-analysis optimizations and how and where they can be most successfully applied,
- aid static analysis and related fields such as software verification and validation in solving the most daunting research challenges that currently stand in the way of a widespread industry adoption, and thus indirectly
- help secure the millions of software systems that we all have learned to rely on.

A.2. A User’s Perspective

Figure 1 shows the current state of the art in static program analysis: A software developer deploys and configures the analysis tool and then runs it using a general-purpose execution environment, for instance a Java Virtual Machine, or these days frequently also a Datalog solver. This will result in initial analysis reports, usually at first containing many false warnings and missing many actually essential bugs and vulnerabilities. Many developers will disappointedly abandon the tool at this stage, the more perseverant ones will now engage in a trial-and-error loop in which they attempt to reconfigure parts of the analysis and maybe even

![Figure 1: State-of-the-art static analyses solutions force the user to repeatedly perform complex configuration](image)
alter parts of the analysis implementation. The human is in the loop. In the past years I have led industry-financed projects ranging from SMEs with 20 employees to Fortune 100 companies with dedicated SAST research teams, and all were facing the same daunting challenges, even in cases that involved tools from leading industrial vendors.

Figure 2 shows how SOAs paradigm shift will address those challenges. With SOA, software developers must no longer adapt the analysis at all because the analysis itself becomes self-aware [27] and self-optimizing. Developers instead declaratively define what to analyze but not how the analysis should execute. They then automatically receive precise and useful analysis reports for the target programs that they provide. The human is taken out of the loop. The analysis adapts to—and optimizes itself for—these programs automatically: A just-in-time analysis engine analyzes not only the target program in question but also the analysis itself and how well it succeeds in operating on that program. This is enabled by a specialized execution engine that is aware of the domain-specific concepts that define the static analysis as well as a special analysis profiler that allows the analysis to uncover, e.g. where it loses precision or performance.

**Concrete example optimizations** What can this actually look like? My first example relates to tainted analysis, which is crucial for detecting injection vulnerabilities and data leaks. Grech et al. have previously investigated how to speed up tainted analysis by performing a control-flow-insensitive analysis, i.e., disregarding the actual ordering of program statements [16]. Such an analysis would correctly signal data leaks in code such as \( x = \text{secret}(); \text{print}(x); \), yet it would also cause a false leak warning in the inverse case \( \text{print}(x); x = \text{secret}(); \). A self-optimizing static analysis would seek to efficiently recognize these situations and compute control-flow information to disambiguate them exactly where needed. Recent work in sparse value flow analysis, for instance, has shown that similar on-demand computations can lead to large runtime savings [18, 26, 34].

As a second example, let us consider buffer overflow detection, which requires the exact computation of array indices—something typically conducted by a constant propagation analysis. In the general case, full constant analysis requires one to use the so-called monotone framework [25], which can computationally become very expensive. Yet, in many cases, programs access buffers only through linear arithmetic of the form \( \text{buffer}[x \cdot w + y] \). For such programs, the analysis can then self-optimize by performing a linear constant analysis, which can be very efficiently executed in the inter-procedural distributive environments framework [39]: it is linear in the size of the program and can cope well even with infinitely wide domains such as the domain of all integers. Currently, analysis experts would typically implement either linear constant analysis, which can become imprecise in case of non-linear program computations, or full constant analysis, which can be expensive. SOA will automatically derive both implementations from one declarative definition and choose the optimal one depending on the target program.

The beauty of a self-optimizing static analyzer is that it can attempt to apply such optimizations to any static analysis that even novice developers define. The analyzer itself will recognize under which situation e.g. a flow-insensitive analysis component pays off, and where sparse program analysis actually helps. It can even make different choices depending on the level of speed or assurance the user desires. For instance, while analyses running in an integrated development environment (IDE) must be tuned for speed, and should focus on the developers’s current edit context [13], analyses running in a continuous integration (CI) environment can run on the system level and spend more time. In result, SOA will enable non-experts to define and use static analyses with ease, freeing them from the burden of implementing them precisely and efficiently.

Other examples of possible optimizations include sparsification, the choice of optimal context information, of analysis direction, of widening operators, of the right pointer analysis, etc. SOA will, for the first time, yield tool automation that will comprehensively compute optimal choices automatically.

A.3. State of the Art and Novelty of the Approach

Self-awareness has been studied in the context of autonomic and self-aware computing [21, 27], but so far has not been applied to static analysis. According to Giese et al. [27], a self-aware system learns models capturing models about itself and its environment, and reasons using these models, allowing them to act based on their knowledge and reasoning. The solution we envision will also be self-adaptive in that the analysis uses such actions to adapt its own analysis strategy, optimizing its own execution.

Static-analysis researchers have previously developed approaches to the declarative definition of static analyses. However, no current approach allows a static analysis to reason about itself and its own execution. Most current

---

1. Note that when I refer to “domain-specific” concepts or optimizations, the domain I refer to is the one of static analysis itself.
forms of declarative definitions are not domain specific, i.e., have no understanding of what a program analysis actually is. Using Doop [8], one implements static analyses in the general-purpose logic programming language Datalog, an approach that is popular among static analysis experts, and which I have also used myself [12]. Yet, while such an approach succeeds in making use of generic optimizations on the level of Datalog language and engine, it cannot easily support optimizations that wish to exploit the semantic properties of the defined static analysis. Recent approaches have extended Datalog with the concept of lattices [24,35,47], an essential mathematical structure in static analyses. Yet, while this support enables one to conduct a broader set of static analyses, e.g. constant propagation, which pure Datalog cannot efficiently support, it does not enable other optimizations. To give just some examples, researchers have shown that one can greatly improve the performance of static analyses (1) through so-called staging, in which the analyses is divided into individual, increasingly precise and costly stages [4,6,22,30,33,43,44], (2) by making the analysis sparse, i.e., having it operate on lean data structures such as value-flow graphs [9,34,37,45] and (3) through parallelization [19,42]. Yet, these were typically implemented as “one-off” optimizations, applied to a single static analysis in a single application context. For the first time, SOSA will provide a dedicated domain-specific analysis definition language. This will allow the analysis to understand its own execution and where these and other powerful static analysis optimizations can best be applied—automatically.

For decades now, researchers have investigated just-in-time optimization and compilation for general-purpose programs. GraalVM [55] is a versatile framework for implementing efficient program execution environments. It can interface with LLVM [29], which itself has been used to implement powerful just-in-time compilers. Truffle [54,55] is a frontend to GraalVM that allows one to support multiple differing input languages. We will investigate GraalVM and Truffle but also LLVM as potential technology base for SOSA’s just-in-time optimization and compilation. All these technologies have been developed for compiling programs, not static analyses of programs, and will require significant, non-trivial extensions. We will also investigate the utility of partial evaluation, automated program specialization and multi-stage programming [23,48,49,52,53], as SOSA’s goal can be seen as the desire to specialize a complex program, the static analysis, to a complex input: the target program at hand.

A.4. Research Challenges and Objectives

To achieve its goal, SOSA must solve a number of key research challenges. I sort these challenges into five key objectives A–E. These objectives also induce related work areas, appropriately labeled in Figure 2.

A Joint intermediate representation of static analysis and target program. SOSA’s goal is to automatically adapt and optimize the execution of a (declaratively defined) static analysis of a given target program. One key challenge in enabling this will be to design and implement an intermediate representation (IR) that incorporates the relevant aspects of both entities, the analysis and the target program. This aspect is important because this joint representation will enable the analysis to reason about itself and its own execution.

The IR must allow for different flavours of static analysis, e.g., flow-(in)sensitive, context-(in)sensitive, field-(in)sensitive, etc., and should allow not just for ahead-of-time but also just-in-time analysis and optimization. Many such automated optimizations should be supported, including automated staging, sparsification and parallelization. No prior project has designed a “joint IR” with such versatility, which is also not surprising because SOSA is the first project with the explicit need for such a representation.

B Declarative definition of static analyses in domain-specific terms. While also existing approaches that base on Datalog seek to define what an analysis should detect and signal, without defining how the analysis should execute, the genericity of Datalog makes it virtually impossible for automated static analyses to analyze, understand and optimize themselves in domain-specific terms. SOSA’s objective is thus to design a language in which, on the one hand, analysis rules themselves can be written, understood and manipulated by both static analysis experts and non-expert developers, yet on the other hand one also enables powerful automated domain-specific reasoning through the self-adaptive analysis engine, using the above IR. To enable such reasoning, the language must not only have a clearly defined, intuitive syntax and semantics but must also provide the optimization access to domain-specific constructs. For instance, the self-adaptive analysis engine should be able to understand which rules define flow functions, which define a lattice, what their mathematical properties are, how these can be exploited, etc.

C Self-adaptivity and self-optimization through self-awareness. SOSA seeks to enable the static analysis to become self-aware of its own semantics and execution, thus for the first time allowing itself to apply powerful, domain-specific optimizations, oftentimes even combining sets of otherwise individual (formerly “one-off”) optimizations, and even specializing these optimizations with respect to the target program that is analyzed. One key challenge will thus be to derive—ideally automatically uncover—a model of the analysis itself that allows the analysis to reason autonomously about where it succeeds and where it fails in terms of its optimizations goals, and why, so that it can adapt its optimization strategies based on these insights. Another challenge I foresee is communication towards the software developer. For instance, the analysis might uncover that one might speed up its own execution dramatically but under a slight loss of precision. How to best communicate such tradeoffs between pareto-optimal solutions? How can users make an informed judgement?
Automated compilation of static analyses. In the past two years we were lucky to be able to develop the commercial static analyzer Contrast Scan in collaboration with Contrast Security Inc. Astonishingly, this project revealed that one can obtain significant speedups, sometimes of multiple orders of magnitudes by implementing algorithmics in Rust instead of Java, which avoids runtime overhead due to the repeated garbage collection of short-lived objects. (Rust runs without the necessity for garbage collection.) Another surprisingly successful low-level optimization arranges the analysis’ internal state in specially optimized data structures, e.g. by specially selected types and combinations of sets and maps. Yet, the optimal selection here may depend on the program under analysis. The objective here is thus to investigate whether one can generalize these findings to a wide range of static analyses, and whether one can make also such low-level optimizations easily accessible by “compiling” the static analysis such that it will use the data structures and memory-access patterns that are ideal for the analysis conducted of the target program.

Domain-specific profiling of static analyses. Self-adaptivity can yield self-optimization only if the analysis can obtain the required situational awareness. This raises the challenge of obtaining detailed profiling information about program-analysis runs, on a level of abstraction that allows the self-adaptive analysis to identify potential also for domain-specific optimizations. A key technical challenge will be to establish and maintain a rigorous traceability between (1) the executing static analysis and (2) the original target program and (3) analysis rule definitions, both from which the binary was derived. Current approaches largely lack such traceability, which greatly hinders progress in the field. SOSTA’s automation approach is an important enabler towards such traceability.

Systematic assessment of static-analysis optimizations. Previous work has almost exclusively evaluated the effects of individual optimizations of static analyses. This is because multiple optimizations can often be sensibly combined, and thus many possible combinations may exist. Yet, one given optimization may impede or counteract another, or there might even be synergies between optimizations. Through its automation, SOSTA will, for the first time, enable one to map the landscape of these optimizations, and find combinations optimal for certain classes of programs and analysis-deployment scenarios. A challenge will be to explain why certain combinations prove optimal in a given case.

As shown, while SOSTA seeks to address real-world challenges, it cannot be funded by private corporations because of the associated high risks these challenges involve. Any commercial exploitation of the project’s results will not be able to commence until after several years into the project.

A.5. Methodology and Research Plan

SOSTA comprises seven work packages. While WP1, a classification of existing static-analysis optimizations, will be conducted jointly by the entire initial research staff, WP2–WP7 will each be led by one Ph.D. student financed by the ERC. In addition, two PostDocs, financed out of my university budget, will combine their own independent research agenda with SOSTA’s methodology and act as experts for WP2–WP4, resp. WP5–WP7.

WP1: Classifying static analysis optimizations Deliberately as an initial first team activity, the entire initial research staff will systematically survey, and thereby classify, optimizations of static analyses from the scientific literature. This shall serve as a foundation to map the design space of possible optimizations which SOSTA then seeks to eventually apply automatically. The joint activity will also foster initial team building.

WP2: Joint Intermediate Representation, addresses Objective B, 1st Ph.D. student. Based on the previous classification, we will research the required concepts for the joint IR for the target program and the static analysis. For one, the IR will allow for powerful ahead-of-time optimizations, i.e., optimizations that execute before the analysis commences. These include, e.g., query optimizations that exploit sharing effects between multiple related queries [41] but also stage and sparsification. Such optimizations require only information about the analysis, not the target program. Yet second, the IR will also enable just-in-time optimizations, which run during analysis. To this end, the IR must incorporate information about the target program as well. Recent work on Sparse IFS by us and others show encouraging first results [17, 26] in this area. We will evaluate whether it is advisable to use one and the same IR or separate IRs for both ahead-of-time and just-in-time optimizations. We will formalize and implement the IR(s).

WP3: Declarative Analysis-rule Definition Language, addresses Objective C, 2nd Ph.D. student. We will investigate the optimal language constructs, syntax and semantics for the envisioned domain-specific static-analysis rule definition language (DSL). This language will allow software developers who are no experts in static analysis to specify what a static analysis should compute without stating how this result should be computed. Rules expressed in the language will translate into the above IR. The language will be rich enough to allow one to express a variety of relevant static-analysis problems, e.g., taint and typestate analysis, pointer analysis as well as constant propagation. These analyses are essential to identifying security vulnerabilities in real-world programs, e.g. use-after-free or cross-site scripting. Yet, the language should be simple enough for developers to use, which we will validate through appropriate user studies. As we did in previous work, we will employ user-centered design [32] to find define the DSL as user-friendly as we can.

WP4: Self-Awareness and Self-Optimization, addresses Objective C, 3rd Ph.D. student. We seek to make the static analysis self-aware by allowing it to reason about its own execution on the given
target program. In particular, we will build on concepts from autonomic and self-aware computing [15, 21, 27] to allow the analysis to build a model of its execution, thereby allowing itself to identify optimization potential in its own execution. In the past, I have gained experience in researching self-adaptive systems as a principle investigator within the German Research Foundation’s (DFG) Collaborative Research Center 901 On-the-fly computing. One of the most popular architectures for autonomic computing is MAPE-K [21]. However, MAPE-K is typically restricted to heuristics that are fixed ahead of time [27]. We will thus also investigate model-based learning and reasoning (LRA-M) loops, in which gathered empirical data are used as a basis for an ongoing learning process, as part of which observations are abstracted into models capturing potentially relevant aspects of the system (here the analysis) and its environment (here the execution environment) [15].

WP5: Automated Analysis Compilation, addresses Objective ⑤, 4th Ph.D. student. Initial successes during our development of the commercial static analyzer Contrast Scan over the past two years have shown that one can obtain significant speedups, sometimes of multiple orders of magnitudes by arranging the analysis’ internal state in specially optimized data structures, e.g. by specially selected types and combinations of sets and maps. This is likely due to optimized memory and cache access patterns. The effectiveness of a given data-structure choice, however, can depend on the program under analysis. We thus will design, and implement such data structures but also implement a way to compile a given static analysis such that it then makes efficient use of these data structures. Compilation can benefit from information collected on previous analysis runs, as described next.

WP6: Domain-specific profiling, addresses Objective ⑥, 5th Ph.D. student. Here we seek to correlate analysis runs, and the performance and precision observed during those runs, with analysis configurations. To identify the potential for powerful just-in-time optimizations, we will follow a white-box approach, i.e., collect not just data about the analysis output but also about its internal workings: In which program parts does the analysis computation remain precise, where does precision deteriorate? Which parts of the analysis cause the deterioration, and how essential are these parts? Which analysis optimizations counter-act one another and where? No previous project has dedicated itself to developing a profiler that can answer such questions specific to the domain of static analysis, let alone integrate with a compilation of static analyses.

WP7: Large-Scale Evaluation, addresses Objective ⑦, 6th Ph.D. student Through its automation, SOSA will for the first time enable one to map the landscape of (combinations of) analysis optimizations. We plan to conduct large-scale experiments, backed by Paderborn University’s supercomputing cluster Noctua, in which we use SOSA’s infrastructure to automatically explore and map the design space. We will focus on extracting correlations between the effectiveness optimizations and their combinations on one hand, and properties of the analyzed program on the other hand. To address the challenge of explaining why (combinations of) optimizations work when, we will collaborate with my colleagues from Paderborn University’s Collaborative Research Center Co-constructing Explainability.

We will make available online, as open source, all code and benchmarks, as properly curated and documented artifacts. To this end will also provide an appropriate data management plan.

A.6. Risk Analysis and Feasibility

Self-optimization is a disruptive vision, which is why it entails several technical risks. Nonetheless, given my own unique expertise in the field, both foundational and in practice [5], I am the best person suited to foresee those risks and mitigate them to the extent possible. The research in the areas of self-optimization and just-in-time optimization are particularly risky because the required machinery will be very complex: a self-analysis reasoning about a static analysis that itself reasons about a program. Only a few people can design the required machinery such that one can avoid bugs in that machinery early on and maintain it in the long run. We will mitigate this risk, by lowering the complexity, by modularizing the solution as much as possible [20], and by building on top of my group’s in-depth experience in building complex industrial-grade tools with excellent test-and-build infrastructure.

A.7. Expected Impact

As a practical impact, SOSA will yield a quantum leap towards software security on a global scale. It may be the key enabler to help scale static analysis to the scale required by the planned introduction of the Cyber Resilience Act. This will benefit all application domains that make use of software components.

In the scientific community, SOSA will cause a paradigm shift with respect to how we will design and implement static analyses in the future. Whereas currently the static-analysis community frequently itself engages in trial-and-error, addressing specific precision and performance problems as they are observed when running static analyses of real-world code, SOSA will provide the first platform to identify and mitigate such problems automatically. By observing the joint effects of applying also multiple analysis optimizations in combination, and in a way that is specialized to the target program, SOSA will finally allow one to map the entire landscape of static analysis optimizations. At last we will understand which optimizations are required when, and which ones pay off when exactly. The open-source artifacts SOSA will produce will allow researchers worldwide to comparatively evaluate existing and upcoming static-analysis and optimization techniques.
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<tr>
<td>Proof-Carrying Services (SFB 901 On-the-fly Computing), Part 3</td>
<td>DFG</td>
<td>265.200</td>
<td>07/2019–06/2023</td>
<td>Subproject co-lead</td>
<td>Efficient static-analysis implementations</td>
</tr>
<tr>
<td>Automated risk analysis with respect to open-source dependencies (Transfer</td>
<td>DFG</td>
<td>500.100</td>
<td>07/2021–06/2024</td>
<td>Subproject co-lead</td>
<td>Static analysis, but for a very specific purpose (OSS dependencies)</td>
</tr>
<tr>
<td>project)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secure Integration of Cryptographic Software (SFB 1119 CROSSING), Part 3</td>
<td>DFG</td>
<td>296.900</td>
<td>07/2022–06/2026</td>
<td>Subproject co-lead</td>
<td>Static analysis for identifying crypto misuses</td>
</tr>
<tr>
<td>SAIL: SustAinable Lifecycle of Intelligent Socio-Technical Systems (SAIL)</td>
<td>MKW NRW</td>
<td>300.000</td>
<td>09/2023–08/2027</td>
<td>Principal Investigator</td>
<td>Software-engineering support for data-insentive software systems</td>
</tr>
</tbody>
</table>

**On-going and submitted grant applications**

No other applications
C. Ten-Year Track Record: Eric Bodden

C.1. Ten representative publications


> The FlowDroid framework introduced precise and efficient static taint analysis to the software engineering and security communities.


> This paper introduced precise inter-component analysis for Android apps.


> The pioneering paper to investigate the utility and limits of using dynamic analysis to aid static analysis in resolving reflection.


> This groundbreaking work shows how to make static analysis of software product lines tractable.


> The first paper to show that one can effectively identify taint sources and sinks using machine learning.


> Shows that the long-standing problem of pointer analysis, which is non-distributive and thus computationally hard, can be decomposed into multiple, distributive sub-problems, efficient and precisely solvable.


> The pioneering work to use semantic features (data flows) in machine learning-based malware detection.


> The first work to investigate the reasons for the OWASP-Top-2 vulnerability class: Cryptographic Failures.


> The tool HARVESTER is capable of extracting secret communication from Android malware despite all static obfuscation and dynamic anti-analysis techniques, yielding close to perfect recall.


> Introduces a DSL for auto-generating static analyzers for crypto-API misuse validation.
C.2. Patents


- Patents an automated profiling environment for Java virtual machines; strongly relates to Objective 3.


- Patents our approach for harvesting runtime values from software applications (NDSS 2016).

Awards and honors.

My research has frequently received the highest awards on the international and national level. In 2022, I was elected a scout in the Henriette Hertz Scouting Program of the Alexander von Humboldt Foundation. In this capacity, the foundation entrusts me to award three international rising stars an AvH scholarship single-handedly, only evaluated through an ex-post evaluation. In 2019, I was elected ACM Distinguished Member at the earliest opportunity, just after the required 15 years of professional experience in the computing field.

In 2020, I was elected into the distinguished IFIP Working Group 2.4 on Software Implementation Technology. In 2014, as the only computer scientist, and as one of ten awardees from all over Germany, I was awarded the Heinz-Maier-Leibnitz-Prize by the German Research Foundation (DFG), the DFG’s highest honour for un-tenured scientists, awarded by the federal minister of research and education herself. I am also an Emmy Noether Fellow of the DFG, the DFG’s most competitive funding program for young researchers.

I am one of the youngest researchers worldwide to have been awarded seven ACM/IEEE Distinguished Paper Awards. Four times I have been named Distinguished Reviewer at TOSEM, ICSE and ASE. I am a member of the steering committee of our top tier conferences ESEC/FSE and ISSTA and associate editor for the prestigious ACM Transactions on Software Engineering and Methodology (TOSEM) and Springer Journal on Empirical Software Engineering (EMSE).

In 2013, I was awarded funding for a Fraunhofer “Attract” research group, a Fraunhofer funding scheme that allows university researchers to establish a novel research group at a Fraunhofer institute. This funding scheme is highly competitive and resulted in a grant worth almost EUR 2.5M. In 2016, the Horst Görtz Foundation awarded me the first price at the German IT-Security Award, with EUR 100.000 Germany’s highest privately funded research award. In 2014, I scored second place at this competition, receiving EUR 60.000.

But what makes me most proud is that I have also succeeded in teaching my own Ph.D. students as well how to excel in their research. This is evidenced not only by several Distinguished Paper Awards that they won jointly with me, but also by the fact that eight of my Ph.D. students graduated with Summa cum Laude (so far 13 graduated in total), four won the national Ernst Denert Software Engineering Award, and three won Paderborn University’s Doctoral Dissertation Award.

Proven leadership in providing research infrastructures essential to the worldwide static-analysis community.

My research group has been widely recognized for publishing and maintaining a large number of high-quality tools and research infrastructures such as program-analysis frameworks, benchmarks and data sets, as evidenced, for instance by my invitation to give the opening keynote for the 2022 IEEE International Working Conference on Source Code Analysis and Manipulation. Since 2016, my group and me have been the chief maintainers of Soot [28, 51], one of the most widely used frameworks for the static analysis and transformation of Java and Android applications. In 2014, we published FlowDroid [1], an extension to Soot for conducting efficient information-flow analysis of Android apps, along with the now widely used DroidBench benchmark suite. Both Soot and FlowDroid are currently used by hundreds of research groups worldwide [28, 51]. Soot’s successor SootUp is also seeing widespread adoption.

In 2018, we made available Phasar [40], a powerful static analysis framework for C/C++ code, based on the LLVM compiler infrastructure. Already now, Phasar has a strong, worldwide user base. In 2019, we published Boomerang/SPDS [46], a highly precise pointer analysis engine for Java.

We maintain these technologies so well that they even have widespread commercial deployments. For instance, FlowDroid is now running as an app-vetting tool in one of the leading Android app stores. In 2020–2022, we teamed up with Contrast Security, to build the commercial static analysis offering Contrast Scan, whose concepts are entirely built on our tooling. Likewise, Phasar is has been integrated into an application security testing process within a worldwide leading telecommunications company. This experience, along with the related technical infrastructure, puts me into the unique position to be able to successfully realize the goal of SOSA despite its complex conceptual and technical challenges.
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Part B2 — The Scientific Proposal

A. State-of-the-art and objectives

A.1. Aims, Objectives and Challenges

By introduction of the planned EU’s Cyber Resilience Act [87], software developers will soon have to use software assurance techniques on a large scale. Static program analysis, including variants such as abstract interpretation [18] and formal software verification [3,24], is the enabler for automated reasoning about a software’s code base. In this work we focus on static data-flow analysis, the most widely spread technique for static application security testing.

With commercial static-analysis offerings such as Micro Focus, VeraCode, Synopsys, CheckMarx, GitHub, etc., just to name a few, having become commonplace, one might think that static analysis is ready to be adopted on a large scale. And in fact, decades of static-analysis research have yielded the discovery of novel algorithms, data structures and design principles that make static analyses more precise and scalable than ever before [2,49,54,60,65,69,73,76,79,81,82,94].

Yet, studies show that it is key to adapt static analyses properly to the intended deployment context [89]. If not adapted well, developers don’t find the static analysis tools useful, frequently find them even hindering their work [5,16,37]. In particular, many analyses slow down rather than assist development [16]. They report large sets of false warnings that distract developers from actual bugs and vulnerabilities, which the analyses also often miss. They often run so long that when results are reported they are already outdated [51].

It is therefore a great foundational and practical challenge to build static analysis tools such that they are simple enough to be used not only by experts but by non-expert developers, such that they can likewise successfully and constructively interact with these tools. SOSA will rid the world of this challenge, paving the way to large-scale adoption of static analysis, by introducing automation to static-analysis customization and optimization.

In the static-analysis community, the challenges of precision, recall and performance have long been a major focus of the research. And in fact, static-analysis research has led to a large number of what I call “one-off optimizations” of static analyses, e.g. [22,31,48,50,74]. In virtually all of these scientific publications, the optimizations have been applied to one concrete instance of one static analysis, implemented in one specific static analysis tool. Moreover, to be useful to software developers, these developers would need to be aware of, identify and successfully apply such optimizations and adaptations on their own.

Yet, with current algorithms and tools, as I know from first-hand experience in many industry projects in this space, the optimal adaptations may even take static-analysis experts weeks if not months to implement. And in many cases even these experts are having a hard time finding an optimal static-analysis customization at all. The challenge here is that many of the required adaptations heavily depend on the class of analyzed programs and hence are not available out of the box in current program analysis frameworks, nor is it clear upfront which combination of adaptations will yield the best result for the context at hand. Figure 1 shows this current state of the art in static program analysis: A software developer deploys and configures the analysis tool and then runs it using a general-purpose execution environment, for instance a Java Virtual Machine, or these days frequently also a Datalog solver. This will result in initial analysis reports, usually at first containing many false warnings and missing many actually essential bugs and vulnerabilities. Many developers will disappointedly abandon the tool at this stage, the more perseverant ones will now engage in a trial-and-error loop in which they attempt to reconfigure parts of the analysis and maybe even alter parts of the analysis implementation. The human is in the loop. In the past years I have led a number of industry-financed projects, ranging from SMEs with 20 employees to Fortune 100 companies with dedicated SAST research teams, and all were facing the same daunting challenges.

The goal of SOSA is to remedy the situation through a radical paradigm shift:

SOSA’s main research hypothesis is that one can automatically generate precise and efficient static analyses of software systems by making static analysis self-aware and self-optimizing.
This paradigm shift is groundbreaking: never before have researchers regarded complex program analyses themselves as the primary object of analysis. Figure 2 illustrates the envisioned solution. The circled letters in the figure relate to objectives and research areas that I describe further below. With SOSA, software developers must no longer adapt the analysis at all because the analysis itself becomes self-aware and self-optimizing. Developers instead declaratively define what to analyze but not how the analysis should execute. They then automatically receive precise and useful analysis reports for the target programs that they provide. The human is taken out of the loop. The analysis adapts to—and optimizes itself for—the target programs automatically: a just-in-time analysis engine analyzes not only the target program in question but also the analysis itself and how well it succeeds in operating on that program. This is enabled by a specialized execution engine that is aware of the domain-specific concepts that define the static analysis as well as a special analysis profiler that allows the analysis to uncover, e.g. where it loses precision or performance. Principles from autonomic and self-aware computing will allow the analysis engine to self-adapt towards an execution optimal for the given usage context.

With this shift, SOSA will radically change the way in which static analyses are expressed, implemented, executed, optimized and maintained. For the first time, the project will introduce static analyses that are inherently self-optimizing. Thus, the goal of SOSA is to research novel concepts, methods and algorithms that will enable and make succeed such automated self-optimization. In B1, I have given examples of what such optimizations could look like for taint analysis and buffer overflow detection. Current static analyses preclude automating such optimizations because the analyses are usually implemented in an imperative style. This not only defines what the analysis should detect but also defines how this detection should be conducted, erasing any degree of freedom.

SOSA’s paradigm shift will be enabled by novel mechanisms to define static analysis rules in a declarative manner. This will enable analyses that can be successfully operated and customized by software developers who are no experts in static analysis. This declarative nature of the analysis definition requires these developers to only define what the analysis should detect and report, while the “how” will be deliberately left to be determined by the self-optimizing analysis engine on its own. Based on that definition, SOSA instead automatically synthesizes a highly customized and optimized static-analysis implementation, specifically tailored to the problem at hand. In particular, the automated adaptation and optimization will consider multiple static-analysis optimizations in combination, and it will assess the effect that this combination has on end-user goals such as the precision, recall and running time of the analysis. Moreover, the solution will have the ability to apply optimizations not just ahead-of-time, i.e., prior to the execution of the analysis, but also just-in-time, i.e., while the analysis is running. This will allow the analysis to re-adapt and thus further optimize its own implementation based on an introspection into its own execution. This is what I mean when I speak of self-optimization and this resembles SOSA’s main goal.

SOSA will even investigate a compilation-based approach in which SOSA’s tool chain, given a program under analysis and a declarative static-analysis definition as an input, produces a program-analysis instance that, when executed, uses data structures and parallelized accesses to those data structures which are optimized to the execution at hand. Enabling such self-adaptivity and self-optimization requires one to design and implement the analysis according to a completely novel engineering methodology, in which the analysis engine must be enabled to systematically reason about the analysis itself, and its own execution.

I call the resulting concept “self-optimizing static program analyses”. With it, SOSA will enable static analysis and related fields such as software verification and validation to solve the most daunting research challenges that currently stand in the way of a widespread industry adoption. Particularly, self-optimizing static analyses will yield a plethora of practical advantages over the existing state of the art: Since self-adaptive analyses self-optimize, the analysis definitions no longer require manual optimizations themselves, yielding analysis definitions that are easy to understand and evolve also by non-expert software developers. Developers will merely define what an analysis should detect but no longer how the analysis should conduct this detection. SOSA’s solution will be built in such a way that, where helpful, it will provide the developer feedback on domain-specific bugs or optimization opportunities directly with respect to the declarative analysis definition. No existing analysis approach supports such a feature. Further, because the analysis optimizations are domain-specific (details below), because they combine sets of otherwise individual one-off optimizations, and because they are adapted to the target program, it is likely that in realistic application scenarios one might

1Note that when I write about “domain-specific” concepts or optimizations, the domain I refer to is the one of static analysis itself.
gain performance improvements of several orders of magnitude, along with improved precision. This is particularly true when paired with the compilation scheme for static analyses that I envision, which has the potential of yielding an additional, significant performance boost. **By enabling software developers to make optimal use of static analyses without manual intervention, SOSA will allow developers to adopt static analysis on a large scale and thus will help secure millions of software systems.**

**But SOSA will also boost progress in science itself.** With self-optimizing static analyses we researchers will, for the first time, obtain a testbed that allows us to assess in detail the relative effects that not just individual optimizations of static analyses but also their combinations have when applied to different kinds of static analyses, applied to various kinds of programs under analysis. For the first time, this will allow researchers to map the landscape of program-analysis optimization, thereby boosting research in the field, and in nearby fields such as abstract interpretation and formal verification. The open-source artifacts I will produce in SOSA will allow researchers worldwide to comparatively evaluate existing and upcoming static-analysis techniques.

While SOSA seeks to address real-world challenges, it cannot be funded by private corporations because of the associated risks and also because any exploitation of the project’s results will not be able to commence until after several years into the project.

To achieve its goal, SOSA must solve a number of key research challenges, which I outline next. I sort these challenges according to six key objectives (A–F). These objectives induce related work areas, which are appropriately labeled in Figure 2.

**Objective (A): Joint intermediate representation of static analysis and target program** By design, the declarative definition mechanism must not limit how a static analysis executes. Hence, to enable the analysis to reason about how it should execute, and to optimize this execution, one requires another, separate representation that facilitates such reasoning—effectively a dedicated intermediate representation (IR). The final solution will, in fact, likely comprise multiple such IRs. A simple high-level IR could allow one to optimize static-analyses ahead of time, i.e., prior to their execution. For instance, recent work by Shi et al. [72] has shown that one can gain impressive speedups by finding a combined evaluation strategy for entire sets of taint-flow properties, where the analysis evaluation shares computation among these properties. While such optimizations can be applied ahead of time, without knowledge of the program under analysis, others do require such knowledge. For this reason, and to allow the analysis to reason about and to optimize its own execution, the IR must jointly include information about both the analysis and the target program, as well as the analysis’ execution on that target program. For instance, as we and others showed in earlier work [8, 12, 36, 50, 53, 75, 77], one can greatly speed up some static analyses by executing them in consecutive, increasingly precise stages. In such a setting, the analysis within each stage depends on analysis results that have already been obtained by previous analysis stages, applied to the same program. Another, more recent work by He et al. on SparseDroid [31] shows similar potential: given a concrete analysis problem, in this case encoded in the IFDS framework [67], and given a program under analysis, SparseDroid determines which flow-function computations do not have any effect on certain analysis values in certain parts of the program, so that their execution on these values can be safely skipped. As IR, the authors use a specialized sparse value-flow graph that encodes the semantics of the analysis as it is applied to the specific program under analysis—a special form of a joint IR. The challenge here will be to find an optimal IR, or a set of interrelated IRs, that allow for powerful optimizations, including automated staging, sparsification and parallelization, enabling both automated ahead-of-time and just-in-time optimizations.

**Key Research Challenges:** Concepts and methods for a joint intermediate representation combining both, aspects of the analysis and the target program, enabling an automated derivation of optimized analysis variants that implement techniques such as staging, sparsification, parallelization, etc.

**Objective (B): Declarative definition of static analyses in domain-specific terms** Current static analyses are largely implemented in imperative languages, particularly Java or C/C++, or in a general-purpose logic programming language such as Datalog. Imperative implementations define not only what an analysis should detect and report but also how this detection should be conducted. While Datalog, as a declarative language, allows the execution strategy to be chosen rather freely, a Datalog solver’s internal reasoning is limited to Datalog constructs. A generic datalog solver has no knowledge of what a static analysis is and how its execution could be optimized in domain-specific terms. To allow for self-adaptation and optimization, SOSA will thus implement a radical paradigm shift, researching a domain-specific declarative analysis definition language (textual or visual), backed by an automated engine that itself decides on the best analysis strategy. Analysis rules expressed in the language will translate into the above IR. A key challenge is to design the definition language such that it has exactly the right level of expressiveness: it must be expressive enough to cover a reasonably broad set of possible static analyses, yet at the same time its expressiveness must be restricted enough so as to allow for powerful automated domain-specific optimizations. General-purpose languages are too expressive: they are Turing-complete, thus defying many optimizations. And even Datalog, while not Turing-complete, has no information about the domain of static analysis. This not only defies any domain-
specific optimizations but also precludes the analysis engine from providing to the software developer error messages or optimization hints that are specific to the static analysis at hand. We instead envision a solution in which SOSA’s solution could provide hints such as: “The requirement to report all program paths to the bug is responsible for 80% of the analysis time. If knowing a single path to the bug is sufficient, this can cause significant savings without loss of precision.” The solution should be able to present such explanations and optimization hints to the user in terms of its declarative definition.

**Key Research Challenges:** Concepts and methods for an easy-to-use domain-specific declarative language for expressing static-analysis rules, along with mechanisms that give useful explanations and optimization hints with respect to these rules.

**Objective C: Self-adaptivity and self-optimization through self-awareness** One of the most radical ideas of SOSA is to make, for the first time, static analyses self-aware of their own existence, their own purpose and goals and particularly their own execution. Using this self-awareness, the analysis will then be able to apply to itself powerful, domain-specific optimizations, oftentimes even combining sets of otherwise individual (formerly “one-off”) optimizations, and even specializing these optimizations with respect to the target program that is analyzed. To enable such reasoning about itself, one must choose the right abstraction of the analysis. One key challenge will thus be to derive—ideally automatically uncover—a model of the analysis itself, that allows the analysis to autonomously reason about where it succeeds and where it fails in terms of its optimizations goals, and why, so that it can adapt its optimization strategies based on those insights. I plan to establish this self-awareness using data collected from a dedicated static-analysis profiler, details of which I outline further below (Objective C). Another challenge is, however, how to establish self-awareness based on this data. While there exist well-established mechanisms for autonomic systems such as MAPE-K, and the lesser known LRA-M [26,34], it is currently unclear, which of these, or which related approaches, are best suited for the task at hand. It is an open challenge to assess their utility in this particular context, and how to instantiate and potentially adapt them to optimally fit the goal of SOSA. Another challenge I foresee is the communication of sensible choices towards the software developer. Given that multiple, partially conflicting optimization goals might exist (e.g. performance, precision, memory), the optimization might frequently yield pareto-optimal solutions, which could, for instance, be parameterized by user-selected priorities. For instance, the analysis might uncover that one might speed up its own execution dramatically but under a slight loss of precision. Or, while an analysis executing as part of an integrated development environment must return results within a short time constraint, it may afford a longer running time, also increasing recall, upon analyzing a merge request in a continuous-integration pipeline. Irregular acceptance tests might even afford long-running analyses. How can one best communicate to the user such tradeoffs between pareto-optimal solutions? How can one allow the user to make an informed judgment? SOSA will be the first project to systematically address such questions.

**Key Research Challenges:** Concepts and methods for a mechanism that enables self-awareness and autonomous decision making in a static analysis with respect to optimizations of its own execution. The derivation of an automated optimization engine which learns from profiled analysis runs in order to better optimize future runs (ahead-of-time) or even the remainder of a current run (just-in-time). Further, an extension of this engine to communicate to the user sensible choices of pareto-optimal solutions.

**Objective C: Automated compilation of static analyses** Current static analysis algorithms work through an abstract interpretation of the target program, i.e., they deconstruct and interpret each program statement one by one, which in itself is very time consuming. In SOSA I will thus set myself and my team the tough challenge of designing, implementing and evaluating a compilation scheme that avoids slow interpretation by compiling jointly both the static analysis and the target program. This compilation may amount to allocating analysis and program-specific data structures for efficient data access and management, but we also plan to investigate implementations backed by special programming languages and runtimes. For instance, a previous project with an industrial partner revealed that one can obtain significant speedups, sometimes of multiple orders of magnitudes by implementing algorithmics in Rust instead of Java, which avoids runtime overhead due to the repeated garbage collection of short-lived objects. (Rust runs without the necessity for garbage collection.) Another surprisingly successful low-level optimization arranges the analysis’ internal state in specially optimized data structures, e.g. by specially selected types and combinations of sets and maps. Further, SOSA will seek to automatically generate a parallelized implementation to make best use of multi-core architectures. We will further investigate to what extent such compilation and low-level customization can be performed just-in-time, or at least in a profile guided manner (see Objective C), i.e., where the compilation is optimized based on previously profiling information collected from previous runs.

**Key Research Challenges:** Concepts and methods for an efficient compilation engine for a static analysis of a given program. The scheme will include the allocation of optimal data structures for efficient access to analysis state, as well as the sound parallelization of such accesses.
Objective (3): Domain-specific profiling of static analyses. Self-adaptivity can yield self-optimization only if the analysis can obtain the required situational awareness. This raises the challenge of obtaining detailed profiling information about program-analysis runs, and importantly on a level of abstraction that allows the self-optimizing analysis to identify potential also for domain-specific optimizations. A key technical challenge will be to establish and maintain a rigorous traceability between three artefacts: (1) the executing (potentially compiled) analysis on the one side, and both (2) the original target program and (3) the analysis rule definitions on the other side, both from which the static analysis was derived. Current static-analysis frameworks face a similar traceability challenge when it comes to tracing reports in terms of the analyses’ intermediate representation back to the source code. However, in virtually all existing frameworks, such traceability is established by manual means, which makes this state of the art brittle and error-prone. The automation envisioned in S0SA raises both an opportunity and a key challenge, an opportunity because the analysis automation can maintain required trace links automatically, a challenge because we seek to link back information about the runtime execution to all of the three artifacts mentioned above, plus the analysis’ internal IR. Another key challenge will be to automatically identify the root causes of performance and precision degradation (along with memory blow-ups) during static analysis. Such degradation often arises when analyses seek to soundly over-approximate at certain hard-to-analyze program locations, as this can cause even exponential blowups in the size of the analysis abstraction [49]. Yet, often there is not a single program location that can be made out as the “culprit” of this degradation because frequently also the context of this code location matters, e.g.: Are there loops surrounding the location? Are there recursive calls or data structures involved? In problematic cases, the answer to these questions is frequently “yes”. The challenge is then to identify the scope of the performance/precision-degrading code, and related static-analysis rules, so that the automation has a chance of deriving suitable optimizations.

Key Research Challenges: Concepts and methods for a domain-specific profiling tool for static-analysis runs, providing traceability between the generated analysis, the original static analysis and target program, and the analysis’ own intermediate representation. Further, a means to identify root causes of performance and precision degradation (and memory blow-up) as well as the scope of the target program's code and the static-analysis rules that cause this degradation.

Objective (4): Systematic assessment of static-analysis optimizations Currently we are lacking a systematic assessment of the extent to which (existing and yet to be invented) optimizations for various kinds of static analyses are applicable also to other analyses and under which circumstances they are applicable at all. The final objective of S0SA is thus to provide the capability to conduct such an assessment, and to also then indeed execute such assessment with respect to a sizeable number of optimizations that are known to date and that are published during the course of the project. Examples for such optimizations are various kinds of staged analyses, sparsification of static analyses, optimal choice of contexts, different policies on when to merge static-analysis information, different heap representations, etc. The assessment should evaluate how these optimizations, both individually and in various combinations, affect the analysis result in terms of precision, recall and analysis time, possibly even in terms of comprehensibility in terms of the analysis result. The latter is important because complex results might be correct, yet hard to identify as such by developers [5]. The assessment should further yield guidance outlining what kinds of programs can usually best be analyzed using which kinds of optimizations and using which combinations of optimizations. An interesting aspect is here whether and to what extent multiple analyses may cancel each other out or even support one another. This information not only greatly advances the state of the research but can also be used to inform heuristics in the automated optimization. To maximize the benefit for related disciplines such as abstract interpretation and formal verification, an additional explicit objective is to evaluate which kinds of optimizations might be beneficial also in those contexts.

Key Research Challenges: A systematic assessment of a wide range of static-analysis optimizations and the joint effects of such optimizations, also w.r.t. different classes of target programs. An assessment of which optimizations might benefit also related disciplines such as abstract interpretation and formal verification.

A.2. State of the art
In the following I summarize the relevant state of the art in the areas of autonomic and self-aware computing, static analysis, compilers and virtual machines, and how S0SA will use and advance this state.

A.2.1. Autonomic and self-aware computing
While this project focuses on program analysis, compilation and optimization, to realize the coordination of the self-adaptation and optimization I will draw on research results from the areas of autonomic and self-aware computing [34,45]. Here I will make use of the extensive experience that I have gained as a part-project leader within the German Research Foundation’s (DFG) Collaborative Research Center 901 On-the-fly computing, in which, together with more than a dozen PIs, we jointly research how to build techniques and processes for automatic on-the-fly configuration and provision of individual IT services out of base services that are available
on world-wide market. Within this center I am collaborating with Prof. Gregor Engels, one of the leading software engineering researchers for self-adaptive systems [20]. Prof. Engels has agreed to also collaborate with me on SOSA. The topic of intelligent technical systems is also the core topic of the interdisciplinary Heinz Nixdorf Institute at which I am employed. In preparation of this proposal I have investigated specifically the well-known MAPE-K architecture but also lesser known related architectures such as a model-based learning and reasoning loop (LRA-M) [26,34]. While MAPE-K is designed to realize self-adaptive systems by acting on environmental information using pre-defined rules, LRA-M makes the system self-aware by learning from environmental information over time a model of itself and the environment. This model is then further reasoned about to guide actions strategically. In SOSA, such actions will optimize the analysis execution itself, which makes the system self-adaptive.

A.2.2. Optimizing program analysis through staging, sparsification and parallelization

SOSA seeks to automate the application of optimizations to program analyses. Not all but many optimizations fall into the categories staging, sparsification and parallelization. In “staging” of a static analysis, the analysis as a whole is sub-divided into individual, typically subsequent stages. In previous work I and others have used such staging to obtain significant speedups of the analysis execution [8,12,36,50,53,75,77]. The general idea is to introduce early stages that conduct very efficient pre-analyses whose results can then help avoid unnecessary computations within more expensive analyses at later stages. My Clara framework [12] for the optimized execution of static typestate analysis, for instance, uses first a syntactic check whose cost is linear in the size of the program, which is followed by a flow-insensitive pointer analysis (with cubic complexity), which itself is followed by a comparatively expensive flow-sensitive data-flow analysis. In experiments we were able to show that the introduction of the first two stages can save the majority of the analysis time. But coming up with the right design for the staging, and implementing it, is currently a task for experts. With SOSA, for the first time we will be able to apply such staging optimizations (and others) automatically to static analyses.

In recent years, more and more researchers, including myself, have explored the capabilities of sparse data-flow analysis [15,41,54,64,79]. While typical static data-flow analyses operate directly on the program’s control-flow graph or a basic-block graph, sparse analyses instead operate on a (comparatively smaller) value-flow graph composed of definition-use chains. Sparse analyses are related to SOSA, as they create an intermediate representation—the value-flow graph—that combines elements of the analyzed program (its variable definitions and uses) with a specific program analysis (a definition-use-analysis). In that sense, the value-flow graph can be seen as one simple example of the kind of intermediate representations that one might envision useful in the context of my planned IR (Objective A). In SOSA I will build on this state of the art, deriving more versatile representations and sparseness-based optimizations.

A number of works have also sought to parallelize static program analysis. Static data-flow analysis is a problem that is not trivial to parallelize, due to the intrinsic dependencies in its computation, e.g. a dependence on program order in flow-sensitive analyses. Recent work by Qingkai and Zhang [74] has described a way to relax one such dependence, namely calling dependence, which in turn can then lead to significant speedups obtained by a more parallel execution. In SOSA I will seek to detect automatically when such parallelization is possible to then automatically generate an appropriately parallel execution schedule. A new programming model recently proposed by Helm et al. seeks to enable parallel static data-flow analyses [32] and can thus inform the design of SOSA’s analysis definition language and runtime mechanisms.

A.2.3. Conceptual analysis frameworks

Current top-of-the-line program analyses are largely flow, field and context-sensitive. Virtually all flow and context-sensitive static analysis follow either the so-called call-strings approach or the functional approach, once jointly introduced by Sharir and Pnueli [71]. The call-strings approach has the advantage that it is very general: it can be applied to any static data-flow analysis that fits the monotone framework [40]. Yet, it has the drawback that it often analyzes callee procedures more frequently than necessary, thus unnecessarily wasting computation time [9]. Moreover, one must bound the amount of context the analysis uses, and choosing the bound poorly might jeopardize performance and precision [42]. The functional approach has the advantage of providing unlimited context-sensitivity (hence no bound is required), yet is only applicable to analysis problems whose flow functions distribute over the chosen merge operator—so-called IFDS or IDE problems [67]. In cases where the analysis problem fits such a framework, one has the advantage that one can compute precise solutions (equivalent to the theoretically optimal but generally uncomputable MOP solution [42]), and moreover that highly efficient solution algorithms exist. Interestingly, such distributive program analysis have been shown to particularly benefit from sparsification [31,41]. Moreover, in recent work, my team and I were able to show that it is sometimes possible to decompose such analysis problems that are actually not distributive, for instance, pointer analysis or general constant propagation, into sub-problems that are, in fact, distributive, and thus can be efficiently solved using IFDS or IDE solvers, assuming some extra analysis code that then composes the results of individual distributive computations to the final analysis result. As we were able to show in a recent, award-winning work, such an approach can provide significant speedups and gains in precision compared to previous approaches [80]. One goal of the optimization engine I seek to develop within SOSA will be to identify
the potential for such a decomposition of analysis problems automatically. With SOSA, one will thus be able to define program analyses without requiring any knowledge of these frameworks and their properties. Instead SOSA will automatically decompose the analysis problem as needed and choose the optimal analysis framework for each sub-analysis. The problem of understanding and optimizing static analyses automatically is a very challenging one. Thus it helps to apply “divide and conquer”, which is eased by a modular implementation of static analyses that aid such decomposition.

A.2.4. Modularization of static analysis, fostering parallel execution

Chord, whose development is discontinued, was one of the first static-analysis frameworks that attempted to encourage modular and compositional static analysis definitions [58, 59]. Datalog rules are compositional by definition, which is why also Doop [14] allows for modular analysis definitions. Helm et al., former colleagues of mine, present a domain-specific, rather principled approach to decomposing static program analyses [33]. Their goal is not so much a performance optimization of the static analysis but rather to obtain a lightweight design in which an otherwise large and monolithic analysis is decomposed into smaller sub-analyses that all support one another, and whose execution is automatically scheduled in an appropriate fixed-point iteration. In this design, the sub-analyses are effectively composed to a reactive system, implemented using a so-called blackboard system [61]. Where possible, the sub-analyses execute in parallel and await one another where required. While the analyses themselves are written in an imperative style (in Scala code), scheduling constraints and data exchange between analyses are largely defined in a declarative manner. For instance, the scheduler needs to know if an analysis is pessimistic, i.e., computes its final solution starting from a sound approximation, or optimistic, starting from an unsound one. This is because to guarantee soundness and termination, inter-dependent pessimistic and optimistic analyses must not execute in parallel. In Helm’s approach, the decomposition and declarative annotation were performed manually by the authors. Within SOSA I plan to design the DSL (Objective E) such that an appropriate decomposition can be conducted automatically and where one can also infer properties such as “the analysis is an optimistic one” automatically from its definition. For instance, a may-points-to analysis is likely identifiable as an optimistic analysis because its meet operator is defined to move towards a more approximative solution (starting from a potentially unsound one). These and other properties will then be exploited not only to find a correct and optimal scheduling of sub-analyses but also to trigger automated optimizations of the sub-analyses themselves. Prof. Mira Mezini, who with her research group invented this modular approach, has agreed to collaborate with me on SOSA.

A.2.5. Declarative approaches to static program analysis

While researchers have greatly advanced the state of the art in program analysis through the introduction of declarative analysis definitions mechanisms, they are all insufficient for what I propose in this work. The static-analysis framework Doop [14] is one of the most widely known and used approaches in the field, I myself have quite successfully used Doop in recent work [19]. Doop implements its static analyses not in a general-purpose imperative programming language such as Java or C/C++, but instead in the logic programming language Datalog. This allows users to define and maintain static-analysis rules that are simple to write, read and reason about. The declarative nature of the language also means that in general users need not be concerned with how the rules are evaluated, as this decision is entirely left to the Datalog engine.

To enable fast execution, there is now a lot of support for automated optimizations on the level of the Datalog language itself. Doop is frequently used in combination with highly optimized Datalog solvers such as Log-icBlox [1] or Souffle [39]. The latter is a Datalog solver specifically designed for the purpose of supporting static analyses: it translates the datalog rules into C++ code implementing a highly optimized Datalog solver for the particular rule set at hand. To some extent Souffle thus appears similar to what I propose here. Yet, a limitation of Souffle and other Datalog engines quite significant to SOSA is that they have no domain-specific knowledge of what a static analysis is and how it can be optimized by exploiting special properties of the analysis. Instead they can only apply generic optimizations on the level of the Datalog rules themselves.

Researchers have recognized this and have started to add some first domain-specific constructs: A particular limitation of Datalog is that it lacks the ability to express lattices. Lattices are essential to static analyses because their use allows one to ensure not only termination of a static data-flow analysis but also allows one to conduct a systematic merging of analysis information at control-flow merge points. This is particularly important for analysis problems that have infinite domains such as constant propagation, which reasons about all integers. The analysis computation cannot terminate for such problems unless lattices are used. Because pure Datalog lacks lattices, one cannot use it to conduct such analyses. Flix [55] is an extension of Datalog with certain primitives that do allow analysis writers to express lattice-based computations. Recently, also the Souffle engine has been extended with similar support [29]. Opposed to Flix, Souffle has been used to analyze real-world programs. Also, it supports parallel rule evaluation. Hence all in all, Souffle could certainly be an interesting technology base for SOSA. Yet, currently Souffle is limited to executing general programs written in (an extension of) the general-purpose language Datalog. This limits the domain knowledge it can extract from the static-analysis definitions. To enable powerful domain-specific extensions, the tool and its input language would thus require significant extensions.
CodeQL [27] is the domain-specific rule definition language of GitHub’s static analysis tool LGTM [28]. While CodeQL is largely declarative, it is also relatively expressive and low-level. This makes it harder to establish self-awareness, and to implement domain-specific optimizations in general. As confirmed with Max Schaefer from GitHub, for this reason the LGTM tool, like Doop, also leaves most optimizations to its Datalog engine.

Another relevant approach is IncA [83], a domain-specific language (DSL) for the definition of incremental static program analyses. IncA shares with SOSA the spirit that program analyses can benefit from a declarative definition because this relieves developers from coding and hand-optimizing the analyses manually. We will investigate the IncA DSL as a potential starting point for the DSL that we seek to build in SOSA. IncA’s current language design looks promising but it may be too limited for the optimizations that we seek to conduct. IncA is evaluated also through a Datalog engine. Similar to Souffle and Flix, its current implementation also supports the definition of lattices.

FlowSpec [78] is a recent approach to the declarative specification of intra-procedural flow-sensitive data-flow analysis. So far, FlowSpec has been evaluated for conciseness and expressiveness, as these seem to have been its author’s main goals. In SOSA we will consider FlowSpec’s language elements to see whether they can positively impact our own DSL design. As SOSA seeks to support also inter-procedural analysis, its DSL will certainly need to go beyond FlowSpec’s.

No approach mentioned here supports any of the domain-specific optimizations that I have in mind, e.g. automated staging or sparsification just to name a few. Some do support parallelization, on the level of Datalog.

A.2.6. Compilation of program analyses, partial evaluation and multi-stage programming

The Datalog engine Souffle mentioned above works by translating code written in a variant of Datalog to C++ code, which can then be compiled to machine code with an off-the-shelf C++ compiler. With some additional machinery, this mechanism could already be used to obtain a profile-guided compilation approach [62] in which one uses profiling information obtained from some static-analysis runs to optimize the C++ code that is generated for subsequent runs. Naturally, though, such a source-code based approach would lead to some non-negligible round-tripping time, such that the overall optimization approach might not pay off. Hence in SOSA we will likely have to investigate more direct approaches to compilation. Over the past few years, my group has designed and implemented the Phasar framework [70] for static analysis and transformation of C/C++ programs on top of the popular LLVM framework [47]. LLVM allows one to build relatively efficient compilation approaches, and in essence real-world just-in-time compilers, which optimize the execution not just from one run to the next but even within the same run. During SOSA I will thus research to what extent self-adaptive static analysis can benefit from such tighter integration and faster round-tripping. GraalVM is a versatile framework for implementing efficient program execution environments [92,93]. It can interface with LLVM. Truffle [92,93] is a frontend to GraalVM that allows one to support multiple differing input languages. We will investigate this tool chain as a potential technology base for defining the declarative definition language we envision.

SymCC [63] is an approach that already builds on top of LLVM. It has the goal to accelerate the symbolic execution of some target program by compiling this symbolic execution directly into the program’s binary instead of symbolically executing the program in an interpreted way as is usually the case. To this end, SymCC parses the program’s source code and translates it to LLVM bitcode using LLVM’s frontend Clang. Then next SymCC instruments this program with additional code that performs a symbolic execution of certain selected values in addition, i.e., alongside the regular concrete program execution. The work on SymCC is promising in the sense that the authors were able to show that this kind of approach can greatly outperform traditional interpreter-based approaches. Yet, it cannot be directly reused for SOSA because symbolic execution is quite different from static analysis in the way it executes. In particular, static analysis performs a fixed-point iteration using an abstract domain, which means that a static analysis can traverse the program statements in an order quite different from the regular execution order. For these reasons, I do not actually believe that such a tight integration of the analysis with the analyzed program would be suitable for data-flow analysis. In SOSA we thus rather focus on compilation schemes for the efficient allocation of data structures and on parallelization.

A.2.7. Application-level virtual machines

In terms of its architecture, the solution I propose with SOSA has some similarity to the architecture of application-level virtual machines such as the Java virtual machine (JVM). Their just-in-time compilers (JIT) profile the hosted applications’ execution to optimize that very same execution on the fly. Some virtual machines further include ahead-of-time optimizations and pool optimized code for efficient reuse on later runs [30]. The main difference between a JVM and its JIT to SOSA is that within SOSA we do not seek to execute general-purpose Java code but instead a specific static analysis. I will design domain-specific representations of this static analysis at all levels of its execution, so that also domain-specific optimizations can be applied. Thus, while I do plan, in fact, to reuse ideas regarding the architecture and design of application-level virtual machines, the specific intermediate representations, the analyses on them, the transformations between them, and the optimizations within them will certainly differ from (and complement) those within general-purpose JITs.
A.2.8. Profiling

While there has been substantial prior research on profiling, little research has been conducted on domain-specific profiling. MetaSpy [4] is an infrastructure that enables one to quickly prototype new profilers for their domain-specific languages and models. Savrun-Yeniçeri et al. [68] developed a profiler that helps compare and evaluate programs implementing the same algorithms written in different languages and thus enabled cross-language comparison. This profiler is built on top of the Truffle framework and instruments the AST nodes that Truffle generates from the source code. Since then, a number of further profiling tools have been written using Truffle. While virtually all of them seek to enable the profiling of imperative programming languages, not declarative DSLs, we will nonetheless investigate their utility for SOSA.

B. Methodology

The work program comprises seven work packages, WP1–WP7. In combination, their execution will allow SOSA to fulfill its main goal: the conception and realization of a framework for self-optimizing static analysis.

<table>
<thead>
<tr>
<th>WP</th>
<th>Tasks</th>
<th>Year 1</th>
<th>Year 2</th>
<th>Year 3</th>
<th>Year 4</th>
<th>Year 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Lead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP1-4</td>
<td>Classifying existing static-analysis optimizations</td>
<td>entire team</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP2</td>
<td>Joint Intermediate representation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP3</td>
<td>Declarative Analysis Definition Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP4</td>
<td>Self-Awareness and Self-Optimization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP5-7</td>
<td>Analyzing and evaluating Static Analysers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP6</td>
<td>Automated Analysis Compilation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP7</td>
<td>Domain-specific Profiling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WP7</td>
<td>Large-scale Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Work packages, milestones and project schedule

Schedule and composition of the research team. Figure 3 provides a rough schedule of the work program. As PI, I will be involved in all work packages. I will guide the research on the novel concepts and methodology we develop, I will oversee and inform the design of individual parts of the solution as well as the overall solution architecture. Also, to safeguard the validity of the scientific results obtained, I will thoroughly discuss and oversee the design and conduct of all experiments.

Besides me as PI, the research team will comprise six Ph.D. students funded out of this project as well as two PostDocs financed by Paderborn University. The Postdocs will combine their own independent research agenda with SOSA’s methodology and act as experts for WP2–WP4 and WP5–WP7, respectively, and WP1 jointly with the PI. WP2 to WP7 will each be headed by one of the six Ph.D. students. Each WP is designed to yield a good Ph.D. topic. All initially available scientific staff will jointly contribute to the initial WP1. All scientific staff will also be involved in the actual implementation of the envisioned solution, which will be aided further through student assistants. In the following I describe all work packages and how I mitigate risks within them.

WP1: Classifying existing static-analysis optimizations, entire team

As explained above, there exists a large body of work on what I call “one-off optimizations” for static analyses, i.e., optimizations that may have the potential of being applicable to a large variety of static analyses and target programs, yet in the past have been evaluated only in the context of specific static analyses and target programs. These optimizations comprise approaches that use staging, sparsification and parallelization, or other clever optimization tricks. The goal of this preparatory work package is to produce a systematic overview of these optimizations in terms of an ontology. This ontology will then directly inform the design of the envisioned joint intermediate representation and indirectly also the design of the declarative analysis definition language. To obtain the ontology, we will complete a systematic literature review [43] of these optimizations—a process that I am familiar from previous research [25, 57]. This is a preparatory work package that the entire team will contribute to. In fact, together with two of my existing Ph.D. students, I have already started this work in preparation for this proposal. Within the project, we will thus merely finalize this initial investigation.

The key contribution of Work Package 1 lies in the systematization of knowledge in existing static-analysis optimizations.
Next, based on classified static-analysis optimizations and based on a semantics for the target programming languages (we will consider primarily Java and C/C++), within this work package we will design the desired intermediate representation (IR). We will first consider a representation suitable for powerful automated ahead-of-time optimizations of the analysis’ execution. Akin to how query optimizers for SQL find similarities in cascaded queries to optimize the way in which expensive database accesses are organized, my team and I will evaluate to what extent one can leverage similarities between individual static-analysis rules to optimize their evaluation ahead-of-time, i.e., before the program to be analyzed is actually known. The recent approach by Shi et al. [72] is an inspiration in this space but is too restricted because it considers taint analysis only. Nonetheless, we will consider their work and related research as a starting point. Because, by definition, ahead-of-time optimizations execute prior to the analysis itself, thus are unaware of the target program.

Next we will evaluate to what extent the same IR is already suitable—or else needs to be augmented—to also facilitate effective just-in-time optimizations. The key difference here is that just-in-time optimizations are applied when the target program is known, and these optimizations therefore can and should exploit specific program properties, and can even make use of profiling information (see WP5), informing the optimizations where they might best pay off. To best support such optimizations we will consider using an IR that comprises both at the same time information about the target program and information about how the analysis applies to that target program. As one specific example, one can envision a control-flow graph that specifically encodes which nodes’ flow functions actually can have an effect on which kinds of data-flow values, or which effects—when combined—cancel each other out. Recent work on Sparse IFDS shows encouraging first results [31,41] and we will consider this work and related research as a starting point.

Within this work package we will design and formally define this IR. Next in WP3 we will construct a translation that creates this IR automatically from an analysis definition written in the envisioned DSL.

The key novelty of Work Package 2 is the design of an intermediate representation that supports (1) both ahead-of-time and just-in-time optimizations of static analyses, and that to this end (2) combines both information about the static analysis with information about the target program.

WP3: Declarative Analysis-rule Definition Language, addresses Objective B, 2nd Ph.D. student

The envisioned language is meant to be declarative, i.e., will allow developers to specify what a static analysis should compute without stating how this result should be computed. As explained, a key challenge will be to design the language with exactly the right level of expressiveness, so that the language is versatile enough to support a rich variety of static program analysis, but not too expressive to prohibit automatic analysis and optimization (as surveyed in WP1) of such analyses that are defined in that language. Because more expressive static analysis definitions complicate automated optimizations of the defined analyses, both goals are conflicting. Thus there will be a front of pareto-optimal solutions to choose from. To find those solutions, I plan to move towards them from two directions. At the one end of the spectrum there are existing declarative general-purpose languages such as Datalog and Flix. These languages lack almost any sort of domain-specific constructs that would allow for automated domain-specific optimizations (the only exception being the fixed-point construct that Flix offers). These languages are fully declarative and fully generic, they offer few language constructs but also virtually no domain-specific optimizations.

The other end of the spectrum is resembled by the existing imperative implementations of static-analysis frameworks such as Soot, WALA, Chord or Phasar. Those implementations do comprise a large number of domain-specific constructs, for instance a number of implementations of various conceptual analysis frameworks, specialized data structures and so on. These frameworks are fully imperative, though, which means that, for any given run, their evaluation strategy is deterministically pre-defined by the analysis-framework configuration, leaving no room for self-adaptation and self-optimization. CodeQL and IncA, which I both described earlier, are special in the sense that they are declarative, yet relatively expressive, thus lying in between. We thus consider them as important pieces of related work that we will examine closely. We will also take care that the language allows for modular analysis definitions, as this has been shown to foster automatic scheduling and parallelization of static analyses (see Section A.2.4). As I have done in the past [12], I plan to formally define and document the DSL’s syntax as well as its static semantics and runtime semantics (the runtime here meaning the time of static analysis). Further, we will design and implement a frontend that translates the language into the intermediate representation from WP2.

To mitigate the risk of developing a language that practitioners cannot understand, as we have done in the past [21], we will design the language’s form, syntax and semantics through a user-centered design process [52]. This process comprises surveys, interviews and interaction studies prior to the design, and in-lab user-experience studies to validate the design. It is then iterated until a satisfactory solution is obtained. For any user studies we will obtain approval from Paderborn University’s ethics committee.
Note that there might be conflicting optimization goals for a static analysis (precision, recall, speed, result complexity, etc.). Hence, in some cases one will only be able to obtain pareto-optimal solutions. In these cases, user feedback guide the choice between such solutions, e.g. by prioritizing among these goals (one could use different profiles depending on the use of the analysis, e.g., checking pull requests, feedback in the IDE), or by even adjusting analysis rules. Also these aspects will be covered by the planned user studies.

Within this work package my team and I will leverage my extensive expertise not just in static analysis but also in programming languages and domain-specific languages for expressing static analyses [10,11,46]. We will develop a first prototype for the specific sub-domain of static security code analyses. This gives us the advantage of being able to evaluate the expressiveness with the help of established benchmarks, such as the OWASP Top 10 and SANS 25 vulnerability categories and the Common Weaknesses Enumeration (CWE) [17]. Many of those known vulnerability categories come with existing test suites that already in the past have allowed us to determine to what extent a static analysis can identify the given vulnerabilities, and with which level of precision. Once we have developed a solid understanding of pareto-optimal solutions within this domain, we will then broaden the spectrum, evolving the DSL to cover other static-analysis problems as well, for instance to detect functional programming mistakes or potential performance bottlenecks.

The key novelties of Work Package 3 are (1) the design of an easy-to-understand, yet machine readable, declarative analysis definition language that (2) can be translated into the intermediate representation from Work Package 2 and thus enables automated optimizations of analyses denoted in this language, and (3) the use of a user-centered design process to guide that language’s design and to assure its usability.

**WP4: Self-Awareness and Self-Optimization, addresses Objective C, 3rd Ph.D. student**

The previously described activities will inform this core work package, which will realize an engine for the automated application of static-analysis optimizations (Objective C), as they were surveyed in Work Package 1, and even combinations thereof. The engine will realize both ahead-of-time and just-in-time optimizations, the latter of which will be based on information from a profiler for static-analysis runs (see Work Package 6 below). I plan to develop the profiler and optimization engine in close coordination, as I anticipate that their operation will be highly intertwined.

A natural question is whether automated machine learning (ML) may play a role in finding the best optimization strategies based on profiling data. To find an answer to this question, I plan to collaborate with my colleagues in the local research center SustAInable Life-cycle of Intelligent Socio-Technical Systems (SAIL) ², in which I am a PI, and where I already collaborate with numerous AI experts. While ML might have useful applications in this context, a challenge is that many ML methods come with a high computational cost themselves, which might preclude their use in a just-in-time optimization setting. To mitigate this risk, we will initially evaluate ML techniques (particularly supervised ML and evolutionary algorithms) for the use case of profile-based optimization, in which one first profiles a number of complete static-analysis runs and then applies the ML techniques/algorithms to find an optimal analysis setup for the next run. But then in a second step we will seek to assess the performance of these approaches and—where necessary and viable—will derive heuristics that efficiently approximate the search such that it can be used in a just-in-time optimization setting.

To obtain an architecture that best facilitates the notion of self-awareness SOSA requires, I will draw on past research from the field of autonomic and self-aware computing. As explained earlier, MAPE-K and LRA-M are architectures that might be helpful in that regard. Particularly, the optimization engine, along with the analysis execution and the execution-observing profiler might form an LRA-M loop (see Section A.2.1), thus allowing the analysis to really learn a model of itself and its own execution over the target program. To make an optimal choice, my team and I will conduct a literature study to determine suitable candidate architectures before we choose the architecture that we will prototype and test. At the same time, we will implement a representative set of the optimizations that were surveyed in Work Package 1. While in the literature these optimizations were usually assessed as part of a single static analysis, applied to a small number of target programs, SOSA’s automation will allow us to define these optimizations in a generic style, on top of the previously developed IR (Work Package 2). For instance, in previous work I have shown that flow-sensitive typestate analysis can be accelerated by adding a previous flow-insensitive pointer analysis stage. But this was implemented and assessed using one particular typestate analysis only. The engine developed in this work package will instead allow us to automate the derivation of such staged analyses directly from a single declarative analysis definition. This enables us to measure the efficacy of such optimizations for a broad range of different static analyses.

To then evaluate optimality of the various design choices within this activity, I plan to establish and publish a benchmark that will allow us to reliably measure prediction accuracy. Using this benchmark, I specifically plan to measure how well the chosen methods can predict the efficiency and precision of various analysis configurations and definitions. Moreover, I plan to assess how well the trained models generalize to various different application scenarios. Work Package 7 will further describe how I plan to evaluate the costs and benefits of SOSA on a very large scale.
The key novelties of Work Package 4 are (1) the combination of methods from autonomic and self-aware computing, data science and static analysis research to obtain a self-optimizing code analysis engine, and (2) the realization of optimizations so that they can automatically be applied to a wide range of static analyses.

WP5: Automated Analysis Compilation, addresses Objective (1), 4th Ph.D. student
As explained earlier, static analyses are typically implemented as an abstract interpretation of the target program, which causes computational overhead because the interpreter decomposes and then evaluates the program statements one by one. Thus, as an added twist to the automated analysis optimization from WP4, we will investigate under which circumstances it pays off to instead generate a targeted implementation that uses not just algorithms but also data structures and memory-access patterns optimized towards the specific analysis of the specific target program.

To this end, we will design and implement an appropriate compiler backend that will, for instance, generate optimally cascaded maps to allow most efficient access to the analysis internal state. As explained, related concepts have already established, for instance in the areas of partial evaluation, program specialization and multi-stage programming [13,38,84,85,88,91]. Yet such partial evaluation is known to be very costly. So far few approaches have succeeded in partially evaluating substantial pieces of software, particularly if these have complex inputs [44]. Because target programs are extremely complex inputs, we thus seek to mitigate risk by choosing a simpler approach in which the static analysis is merely instantiated with optimized data structures, and no partial evaluation is conducted. After all, because the compilation itself incurs a cost, it is very much unclear how large the set of use cases is under which this cost is offset by the faster analysis times. We will mitigate the risk of not obtaining a performance gain further by also investigating (1) restricting optimized compilation to parts of the analysis, as done in current just-in-time compilers, and (2) using profile-guided compilation, in which one uses profiling information obtained from some static-analysis runs to optimize the code that is generated for subsequent runs.

The compilation-based approach is supposed to retain the same precision and recall that also an interpretation-based variant of the same static analysis would expose. Through empirical comparisons we will validate that our implementation indeed ensures such equivalence. Moreover, we will empirically assess the performance gains (or losses) that incur through compilation and execution of the compiled analysis.

The key novelty of Work Package 5 is the automated, compilation of a static analysis with data structures and memory-access patterns optimized to the analysis of the particular target program.

WP6: Domain-specific Profiling, addresses Objective (2), 5th Ph.D. student
Within this work package we will design and implement a domain-specific profiler for that enables the self-optimization engine from Work Package 4 to establish the required situational awareness regarding the analysis’ own execution. The goal is to correlate analysis runs, and the performance and precision observed during those runs, with analysis configurations. To identify the potential for powerful just-in-time optimizations, we will follow a white-box approach, i.e., collect not just data about the analysis output but also about its internal workings: In which program parts does the analysis abstraction remain precise and concise? Where does it start to diverge? Which rules are responsible for such divergence? Are these rules effective in removing false warnings in other parts of the program? Which rules counter-act one another and where? To be able to ideally guide the self-adaptive optimization, the profiler will have to understand such domain-specific concepts. We will design the profiler such that its analytics engine can be connected to different interfaces that allow one to profile both interpreted and compiled static analyses. Since profiling itself can involve a significant cost, a challenge that we need to overcome is to find the right level of profiling that both yields sufficient information and itself is sufficiently cheap. Previous research has shown that one can speed up profiling by inlining the profiling code into the profiled application, because then the profiling code itself can become subject to just-in-time optimizations [6]. In case we decide to build our DSL on top of GraalVM, the previously discussed work by Savrun-Yeniçeri et al. [68] will be a great starting point for implementing an appropriate profiler.

The key novelty of Work Package 6 is in the development of profiler that can yield feedback on the execution of static analyses in domain-specific terms, and which can profile both interpreted and compiled static analyses.

WP7: Large-Scale Evaluation , addresses Objective (3), 6th Ph.D. student
As explained earlier, we will evaluate the costs and benefits of individual techniques and activities within their respective work packages. There we will evaluate the relative costs (in terms of required computational resources and remaining human effort) and benefits (mostly in terms of reduction of manual effort) of the approach and tool chain developed within these work packages. Specifically, within the final two years of the project, we will use the then existing solution to evaluate, for instance, to what extent in general automatically optimized static analyses show superior precision, recall, speed, memory consumption, etc. with respect to comparable, pre-existing manually written static analyses. Also we will evaluate to what extent it is possible for the automatic
optimization to automatically navigate through the space of possible pareto-optimal solutions. For instance, we will run large-scale evaluations in which we assess the generated analyses in various application contexts such as IDE integrations and CI/CD build chains.

As an important contribution to the field of static-analysis research, as part of this activity I plan to conduct a large-scale systematic assessment of the extent to which (existing and yet to be invented) optimizations for various kinds of static analyses are applicable also to other analyses and under which circumstances they are applicable at all. As part of Work Package 4, we will already have implemented, as extensions to the automated optimization engine, automatic analysis transformations that mimic a range of optimizations for static analyses that have been published in the scientific literature, as they were surveyed in Work Package 1. We will evaluate how these optimizations, both individually and in various combinations, affect the analysis result in terms of precision, recall, analysis time and memory consumption, and in terms of comprehensibility in terms of the analysis result. For instance, currently the question of which kinds of analyses can be separated into which kinds of stages, remains open. Further, we will seek to classify target programs according to the analysis optimizations that are best applicable when analyzing these programs, e.g.: How effective is which kind of staging when analyzing which target programs? An interesting aspect is here whether and to what extent multiple analysis optimizations may cancel each other out or even support one another when combined.

Important example classes of target programs are mobile applications, web applications, micro services, or serverless applications. For some of these classes there already exist well-established benchmarks that seek to provide a representative sample of applications within the respective class. Some benchmarks particularly popular in the static-analysis community comprise DaCapo [7], Qualitas [86] and the Juliet suite [90]. Yet each of these benchmarks only covers certain domains and aspects, and to some extent they are also slowly getting outdated. Fortunately, with approaches such as Hermes [66] and ABM [23] there now exists comprehensive tool support for curating new benchmarks. We will make use of this tool support to complement existing benchmark suites where useful and necessary for the purposes of this study.

In terms of the static analyses we will assess, as described previously, we will focus on security code analyses first (taint and typestate analyses as well as constant propagation) and then gradually include also other analyses, for instance, to detect functional programming mistakes or potential performance bottlenecks.

The key novelty of Work Package 7 is in the large-scale, systematic assessment of the effect that individual optimizations, and combinations of those, have when applied to various static analyses of various classes of target programs. To boost research in the field, the Work Package 7 will report on the static analysis optimizations that show the best effect, and under which circumstances these optimization effects are obtained.

All implementations, experimental setups and results will be faithfully documented and published online, both as continuously maintained open source project and in the form of snapshots at CERN’s Zenodo platform, such that full reproducibility can be obtained.

Scientific and practical impact of the proposal

After its successful completion, SOSA will have brought a radical breakthrough to static-analysis research, and will have set the stage towards ensuring software quality and security on a global scale. To the static-analysis community, SOSA will provide a novel open platform to experiment with static analyses and their optimizations, and to automate large-scale studies regarding the efficacy of such optimizations with respect to different classes of target programs. SOSA will yield profound insights into which analysis optimizations apply in which contexts, how they can or cannot support one another. The planned work on self-awareness and self-optimization will push the limits of automation in the static analysis domain. Moreover, SOSA will consolidate, and bring to the next level, the field of declarative definitions for static program analyses. This, and the planned work on the coordinated execution of modular sub-analyses (see Section A.2.4) and on automated compilation of static analyses will boost research in the programming languages community.

While SOSA seeks to address real-world challenges, it cannot be funded by private corporations because of the associated risks and also because any exploitation of the project’s results will not be able to commence until after several years into the project. Nonetheless, as a long-term consequence, SOSA will enable software developers to define, adapt and execute static analyses with ease, without having to worry about how they actually execute. While currently in many cases a successful deployment of static analysis requires the help of analysis experts, SOSA will abolish that need. In result, static analysis will finally enjoy large-scale adoption, which in itself will boost software quality and security on a global scale. SOSA may be the enabler for allowing all those developers to use static analysis technology with ease who will likely soon be demanded to use it once the Cyber Resilience Act is put into law.
Questions and answers

How does SOSA address important challenges? When the cyber resilience act becomes law, it will likely force software engineers to deploy and customize analysis tools. Studies have shown that this is too hard a task for engineers who are novices in static analyses. Automatic self-optimization can help solve this. For the first time, it will make SAST technologies accessible to a wide range of software engineers, also to such who are not experts in static analysis.

How do we know that SOSA is even feasible? As described, much previous work has successfully optimized many individual static-analysis designs. Self-optimization and staged optimization has been successfully applied in some contexts such as selecting optimal policies for context sensitivity. Also in other situations we know that the optimal choice of static analysis depends on the combination of analysis and target program. Declarative approaches based on Datalog have shown that one can automatically optimize analysis execution on the logic level. SOSA will provide a declarative language richer and more domain-specific than Datalog, which yields further optimization potential. The PI is a leading expert in all relevant technologies: static analysis, DSLs, VMs, compilation.

What are examples of self-optimization? In B1 I have given the example of using a flow-insensitive pre-analysis stage for taint analysis. More generally, such staged analyses perform simple and quick pre-analyses to optimize later analysis stages. Sparse static analysis is a special form of this scheme, but many other aspects can be considered during self-optimization: Which analysis direction to choose? Which program entry points? Which context policy? Which analysis algorithm (e.g. IFDS, IDE, monotone framework)? Use on-demand or exhaustive analysis? Which pointer analysis to use? When to store and not to store procedure summaries? What kind of summaries? When is flow-sensitivity important? We envision that SOSA will allow the automated search for optimal solutions w.r.t. all these design choices, along with automated evaluation. Another example we have given in B1 is that of choosing linear vs. full constant propagation in buffer overflow detection. While full constant propagation can be more precise in theory, in practice that difference may not matter for many target programs, and the price it incurs not worthwhile paying.

Why static analysis and not abstract interpretation or formal verification? We see abstract interpretation and formal verification as special forms of static analysis. Many techniques of SOSA may transfer to those domains as well. Both abstract interpretation and more general formal verification focuses, however, in static analysis that is provably sound. Our focus here is a different one. We focus instead on analyses that are easier to scale and rather seek to avoid false positives. Many studies have shown that false positives are a primary detractor from static analysis tools. Hence avoiding them seems crucial towards adoption of this technology. When implementing static-analysis optimizations, we will certainly take care, however, to reason about which optimizations maintain soundness and which ones do not. This should tell us very well, which optimizations might also be safe to apply in a verification context.

To what extent do you plan to use Machine Learning? Previous work has suggested that one may use Machine Learning (ML) to detect vulnerabilities directly using an ML model trained on known vulnerabilities, even without the need for static data-flow analysis: so-called ML-SAST approaches. Recent works, however, have shown that these approaches are very limited in what they can achieve: Some vulnerability categories are really hard to learn [95], and many approaches that claimed early successes turn out to have rather biased experiments [35], making it unclear how well they really succeed outside of cross-validation experiments. And even if they do succeed, opposed to data-flow analysis, most ML-SAST approaches only signal that a given piece of code may be vulnerable but not really how it is vulnerable. Moreover, they typically report that a given function or file is vulnerable, rarely even a line of code. No study has shown so far, that these kinds of vulnerability reports provide information that is actionable to developers. I believe that these approaches can be useful, but probably rather in prioritizing the execution of static analyses: If an ML-SAST model is very certain of a vulnerability being present at a certain location, one could use a just-in-time analysis approach [22] to prioritize the analysis such that it inspects that part of the code first, and reports actual vulnerabilities, confirmed by data-flow analysis, faster than without the use of ML-SAST. In that sense, machine learning can be one of several tools that SOSA may use to guide static analysis towards its optimal execution. Within SustAlnable Life-cycle of Intelligent Socio-Technical Systems (SAIL) we are currently researching useful combinations of static analysis and machine learning.

Do you really mean to compile the static analysis? Is this really necessary? We will have to see what pays off. For quickly terminating static analyses, an ahead-of-time compilation into an actual binary may not be worthwhile. We will thus likely choose for a rather lightweight compilation scheme, in which we generate, in particular, data structures that are targeted towards the analysis and target program, and which the analysis can then efficiently use during its execution. Having stated that, recent experiments with implementing program analyses in Rust have shown us unexpectedly strong speedups, which we cannot yet fully explain, but which promise much potential. Likely these speedups originate from relatively fast accesses to only shortly used memory that—opposed to Java—does not need to be garbage collected. We thus plan to explore whether an analysis backend that make use of such tricks may be beneficial.
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